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Abstract

The size of geometric data sets in scientific and industrial applications is constantly increasing. Storing surface or volume meshes in

standard uncompressed formats results in large files that are expensive to store and slow to load and transmit. Scientists and engineers often

refrain from using mesh compression because currently available schemes modify the mesh data. While connectivity is encoded in a lossless

manner, the floating-point coordinates associated with the vertices are quantized onto a uniform integer grid to enable efficient predictive

compression. Although a fine enough grid can usually represent the data with sufficient precision, the original floating-point values will

change, regardless of grid resolution.

In this paper we describe a method for compressing floating-point coordinates with predictive coding in a completely lossless manner. The

initial quantization step is omitted and predictions are calculated in floating-point. The predicted and the actual floating-point values are

broken up into sign, exponent, and mantissa and their corrections are compressed separately with context-based arithmetic coding. As the

quality of the predictions varies with the exponent, we use the exponent to switch between different arithmetic contexts. We report

compression results using the popular parallelogram predictor, but our approach will work with any prediction scheme. The achieved bit-

rates for lossless floating-point compression nicely complement those resulting from uniformly quantizing with different precisions.
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1. Introduction

Irregular surface or volume meshes are widely used for

representing 3D geometric models. These meshes consists

of mesh geometry and mesh connectivity, the first describing

the positions in 3D space and the latter describing how to

connect these positions into the polygons/polyhedra that the

surface/volume mesh is composed of. Typically there are

also mesh properties such as colors, pressure or heat values,

or material attributes.

The standard representation for such meshes uses an

array of floats to specify the positions and an array of

integers containing indices into the position array to specify

the polygons/polyhedra. A similar scheme is used to specify

the various properties and how they attach to the mesh.

For large and detailed models this representation results in

files of substantial size, which makes their storage

expensive and their transmission slow.

The need for more compact mesh representations has

motivated researchers to develop techniques for com-

pression of connectivity [6–8,10,14,19,24], of geometry

[6,9,10,23,24], and of properties [2,15,16,22]. The most

popular compression scheme for triangulated surface

meshes was proposed by Touma and Gotsman [24]. It was

later generalized to both polygonal surface and hexahedral

volume meshes [8–10]. It tends to give very competitive bit-

rates and continues to be the accepted benchmark coder for

mesh compression [11]. Furthermore, this coding scheme

allows single-pass compression and decompression for out-

of-core operation on gigantic meshes [12].

While connectivity is typically encoded in a lossless

manner, geometry compression tends to be lossy. Current

schemes quantize floating-point coordinates and other

properties associated with the vertices onto a uniform
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integer grid prior to predictive compression. Usually one

can choose a sufficiently fine grid to capture the entire

precision that exists in the data. However, the original

floating-point values will change slightly. Scientists and

engineers typically dislike the idea of having their data

modified by a process outside of their control and therefore

often refrain from using mesh compression altogether.

A more scientific reason for avoiding the initial

quantization step is a non-uniform distribution of precision

in the data. Standard 32-bit IEEE floating-point numbers

have 23 bits of precision within the range of each exponent

(see Fig. 1) so that the least precise (i.e. the widest spaced)

numbers are those with the highest exponent. If we can

assume that all samples are equally accurate, then the

entire uniform precision present in the floating-point

samples can be represented with 25 bits once the bounding

box (i.e. the highest exponent) is known. But if this

assumption does not hold because, for example, the mesh

was specifically aligned with the origin to provide higher

precision in some areas, then uniform quantization is not

an option.

Finally, if neither the precision nor bounding box of the

floating-point samples is known in advance it may be

impractical to quantize the data prior to compression. Such a

situation may arise in streaming compression, as it was

envisioned by Isenburg and Gumhold [12]. In order to

compress the output of a mesh-generating application on-

the-fly, one may have to operate without a priori knowledge

about the precision or the bounding box of the mesh.

In this paper we investigate how to compress 32-bit IEEE

floating-point coordinates with predictive coding in a

completely lossless manner. The initial quantization step

is omitted and predictions are calculated in floating-point

arithmetic. The predicted and the actual floating-point

values are broken up into sign, exponent, and mantissa and

their corrections are compressed separately with context-

based arithmetic coding [25]. As the quality of predictions

varies with the exponent, we use the exponent to switch

between different arithmetic contexts. We report com-

pression results for single-precision floating-point

coordinates predicted with linear predictions. However,

our coding technique can also be used for other types of

floating-point data or in combination with other prediction

schemes. The achieved bit-rates for lossless floating-point

compression nicely complement those resulting from

uniformly quantizing with different precisions. Hence, our

approach is a completing rather than a competing

technology that can be used whenever uniform quantization

of the floating-point values is—for whatever reason—not an

option.

Compared to the preliminary results of this work that

were reported in [13] we achieve improved bit-rates, faster

compression and decompression, and lower memory

requirements. Furthermore we include a detailed compari-

son between the proposed compression scheme, simpler

predictive approaches, and non-predictive gzip com-

pression. This comparison shows that current predictive

techniques are not always the best choice. They are

outperformed by gzip on data sets that contain frequently

reoccuring floating-point numbers.

The remainder of this paper is organized as follows. In

Section 2 we give a brief overview of mesh compression. In

Section 3 we describe how current predictive geometry

coding schemes operate. In Section 4 we show how these

schemes can be adapted to work directly on floating-point

numbers. In Section 5 we report compression results and

timings. Section 6 summarizes our contributions and

discusses current and future work.

2. Mesh compression

The 3D surfaces and volumes that are used in scientific

simulations or engineering computations are often rep-

resented as irregular meshes. Limited transmission band-

width and storage capacity have motivated researchers to

find compact representations for such meshes and a number

of compression schemes have been developed. Compression

of connectivity and geometry are usually done by

clearly separated, but often interwoven techniques.

Fig. 1. The x-coordinates of this 75 million vertex Double Eagle tanker range from K4.095 to 190.974. The coordinates above 128 have the least precision with 23

mantissa bits covering a range of 128. There is 16 times more precision between 8 and 16, where the same number of mantissa bits only have to cover a range of 8.
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