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a b s t r a c t

In this paper, we propose a multi-sensor super-resolution framework for hybrid imaging to super-resolve

data from one modality by taking advantage of additional guidance images of a complementary modality.

This concept is applied to hybrid 3-D range imaging in image-guided surgery, where high-quality photomet-

ric data is exploited to enhance range images of low spatial resolution. We formulate super-resolution based

on the maximum a-posteriori (MAP) principle and reconstruct high-resolution range data from multiple low-

resolution frames and complementary photometric information. Robust motion estimation as required for

super-resolution is performed on photometric data to derive displacement fields of subpixel accuracy for the

associated range images. For improved reconstruction of depth discontinuities, a novel adaptive regularizer

exploiting correlations between both modalities is embedded to MAP estimation. We evaluated our method

on synthetic data as well as ex-vivo images in open surgery and endoscopy. The proposed multi-sensor frame-

work improves the peak signal-to-noise ratio by 2 dB and structural similarity by 0.03 on average compared

to conventional single-sensor approaches. In ex-vivo experiments on porcine organs, our method achieves

substantial improvements in terms of depth discontinuity reconstruction.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Hybrid imaging is an emerging field of research in medical imag-

ing describing the fusion of different modalities. From a general

perspective, sensor fusion enables an augmented representation of

complementary information. Common setups are the combination

of positron emission tomography (PET) in nuclear medicine with

computed tomography (CT) or magnet resonance imaging (MRI) to

visualize metabolism and internal structures simultaneously. A novel

hybrid imaging setup addressed in this paper combines range imag-

ing (RI) technologies with RGB sensors to augment 3-D range data

with photometric information.

1.1. Applications

In recent years, RI has been proposed for several applications

in healthcare (Bauer et al., 2013). In this work, we examine two
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different applications of hybrid RI in the field of image-guided

surgery.

In terms of minimally invasive procedures, various approaches to

gain intra-operative range data have been introduced and evaluated

with respect to their clinical usability (Maier-Hein et al., 2014). Stere-

oscopy (Field et al., 2009) has been proposed as a passive technique to

capture 3-D range data for interventional imaging. On the other hand,

active sensor technologies based on structured light (SL) (Schmalz

et al., 2012) or Time-of-Flight (ToF) (Penne et al., 2009) have been ex-

amined. These sensors can be augmented with photometric informa-

tion to enable hybrid RI within one single endoscope, e.g. to facilitate

ToF/RGB endoscopy (Haase et al., 2013a). This fusion of complemen-

tary modalities provides the surgeon a comprehensive view of a scene

including 2-D and 3-D information. In addition, sensor fusion is bene-

ficial to enhance robustness and reliability of many image processing

tasks, e.g. for localization and tracking of laparoscopic instruments

(Haase et al., 2013b).

In open surgery, one common workflow is to register pre-

operative 3-D planning data acquired, e.g. by CT, with intra-

operative range data gained by means of marker-less RI technologies
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(Bauer et al., 2013). As for minimally invasive procedures, stereo vi-

sion is a common technique for intra-operative imaging evaluated,

e.g. for brain shift compensation in image-guided neurosurgery (Sun

et al., 2005). In the field of active sensor technologies, laser scan-

ning (Cash et al., 2007) and ToF (Kilgus et al., 2014; Mersmann

et al., 2011) have been introduced as marker-less approaches to fa-

cilitate augmented reality. Similarly to 3-D endoscopy, range data

acquired in open surgery can be augmented by photometric infor-

mation to enhance the intuitive representation of the underlying

scene.

1.2. Technical challenges

As demonstrated in recent studies (Maier-Hein et al., 2014), active

and passive approaches are complementary RI technologies. While

passive stereo vision is able to provide highly accurate range infor-

mation under ideal situations, it might be error-prone on surfaces

without texture or with repetitive structures. Active sensors are less

influenced by texture but are limited in their spatial resolution and

the signal-to-noise ratio (SNR) due to inherent physical or econom-

ical limitations. In particular, the resolutions of low-cost ToF or SL

sensors are rather low compared to photometric information. For

minimally invasive procedures or open surgery, this means a ma-

jor limitation and restricted the integration of RI to many clinical

workflows.

In order to enhance the spatial resolution of digital images,

super-resolution (Milanfar, 2010) is a technique to reconstruct high-

resolution (HR) data from the acquired raw images. One common ap-

proach is to fuse multiple low-resolution (LR) frames into a new HR

image (Greenspan, 2008). Most conventional super-resolution algo-

rithms exploit only images from a single modality and are termed as

single-sensor methods below. Opposed to this approach, multi-sensor

techniques take advantage of additional guidance by multiple modal-

ities. In terms of RI, high-quality photometric data can be exploited

for range super-resolution.

1.3. Contribution and outline

We propose a multi-sensor super-resolution framework and

present its application for hybrid RI in image-guided surgery. This pa-

per is an extension of a conference proceeding (Köhler et al., 2013)

introducing this concept for 3-D endoscopy for the first time. In this

work, we examine sensor data fusion of range and photometric in-

formation for two RI setups applicable to 3-D endoscopy and open

surgery as generalization of (Köhler et al., 2013). This concept is used

to derive subpixel displacement fields for range super-resolution un-

der the guidance of photometric information. As extension of our

prior work, we also introduce a novel adaptive regularization tech-

nique, where photometric data is exploited for improved edge recon-

struction in range super-resolution. In our experimental evaluation,

we demonstrate the performance of our method on ex-vivo porcine

organs qualitatively and quantitatively.
The remainder of this paper is organized as follows: Section 2

discusses relevant work on upsampling of range data. Section 3

introduces our system calibration approach to perform sensor data

fusion for multi-sensor super-resolution. In Section 4, we introduce

MAP super-resolution as computational framework for our approach.

Section 5 introduces our super-resolution approach for hybrid RI. In

Section 6, our method is evaluated for image-guidance in minimally

invasive as well as open surgery. A discussion of our method is given

in Section 7.

2. Related work

Multi-frame super-resolution algorithms exploit relative move-

ments of a camera with respect to a 3-D surface. Due to subpixel

displacements in the associated image sequence, an HR image of

finer spatial sampling can be reconstructed (Irani and Peleg, 1991).

Unlike single-frame upsampling techniques (He et al., 2010; Kopf

et al., 2007; Park et al., 2011), image deblurring and denoising may

be treated in a joint approach. In this paper, we distinguish between

single-sensor and multi-sensor methods.

2.1. Single-sensor approach

Early approaches divide super-resolution in a motion estimation

and a reconstruction stage formulated in the frequency domain (Tsai

and Huang, 1984) or the spatial domain using set theoretic or statis-

tical parameter estimation (Elad and Feuer, 1997; Farsiu et al., 2004).

The latter approaches are attractive since prior knowledge can be eas-

ily incorporated to regularize the reconstruction process. However,

most approaches are based on simplified motion models, e.g. a rigid

transformation in the image plane ignoring the projective mapping of

a real camera. For this reason and to handle non-rigid motion, optical

flow estimation has been also widely employed (Mitzel et al., 2009;

Zhao and Sawhney, 2002). As accurate motion estimation is a major

challenge for super-resolution, improved registration schemes have

been proposed (Vandewalle et al., 2006). Similarly, image reconstruc-

tion and motion estimation can be treated in a joint optimization pro-

cedure, e.g. based on joint MAP or Bayesian approaches (Hardie et al.,

1997; Pickup et al., 2007), variable projection (Robinson et al., 2009)

or expectation maximization (Fransens et al., 2007). Even if the relia-

bility of super-resolution is improved, joint optimization is a compu-

tationally demanding and highly non-convex problem (Pickup et al.,

2007) or limited to simplified motion models.

Recently, such methods have been adopted to RI by Schuon et al.

(2009) or Bhavsar and Rajagopalan (2012). However, these techniques

super-resolve a single modality, i.e. range data, without exploit-

ing sensor fusion with guidance images, i.e. photometric data. Our

work shows that sensor fusion can be employed to enhance super-

resolution reconstruction in terms of motion estimation as well as

regularization in statistical, spatial domain algorithms.

2.2. Multi-sensor approach

There are only few multi-sensor methods, which are often lim-

ited to specific applications. Multi-sensor super-resolution for single

RGB/infrared images has been proposed by Zomet and Peleg (2002).

One approach designed for PET/CT scanners has been proposed by

Kennedy et al. (2007), where PET scans are super-resolved and aug-

mented by anatomical information gained from high-resolution CT

scans. Even if this approach is beneficial for PET resolution enhance-

ment, it does not generalize to different applications. In terms of hy-

brid 3-D endoscopy, a first multi-sensor super-resolution framework

has been introduced, recently (Köhler et al., 2013). In this approach,

photometric information is employed as guidance for range super-

resolution. Motion estimation is performed on high-quality photo-

metric data in order to derive accurate displacement fields for range

images. However, this framework is based on a simplified setup for

sensor fusion exploiting a homographic mapping and has not been

investigated for more general systems, yet.

This work generalizes the approach of Köhler et al. (2013) and

demonstrates its application in minimally invasive and open surgery.

3. System calibration

Our framework exploits sensor data fusion between range images

and complementary photometric information. The LR range data of

size M1 × M2 is denoted as Y defined on a rectangular grid �r ⊂ R
2.

We consider a sequence of K range images denoted as Y (1), . . . ,Y (K).

For convenience, each image Y is linearized to a vector y ∈ R
M with

M = M1 · M2. For each Y(k) there exist an associated image z(k) ≡ Z(k)
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