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Abstract

Many methods of packets’ service have been developed, such as the Deficit Round Robin (DRR) and the Surplus Round Robin (SRR), that

have to do with a borrowing of credits technique for use in the next rounds. In the present work, we propose a new variable flexible credit

scheme, for adjustment of the weights, instead of a fixed credit scheme with a lower maximum weight. The service of various short duration

flows with large size packets (impossible to be serviced in a round), is achieved by using gradual or direct weight increase mechanisms. A

feedback mechanism is used for adjusting the weight size taking into account the parameter of the current packet size. This constitutes an

alternative way of defining the most suitable size of the quantum versus the traditional one of the weight’s computation (like SLA). The

advantage of our best weight adjusting method lies on both the restriction of the otherwise required, repeated, unexpected and uncertain

changes of the next round’s credits (as it happens with the uninformed for the large packets arrival Deficit Round Robin) and the guarantee of

the next packet’s service with no extra overhead (‘empty round’). With this ability, the DRR has again O(1) complexity, without making any

assumption for the maximum size of the packets.

A family of algorithms, with O(1) complexity, that work on the fly, using different and systematic weight request methods are: the Direct

Increasing Weight (DIW), the Compound Round Robin (CRR) and the Proportional Increasing Weight (PIW). In the case of large packets

sequence’s arrival, our algorithms outclasses the low static quantum DRR. Upgrading the DRR using the PIW, is a different approach that

outperforms the DRR (fixed weight).

Their relative fairness along with the delay bounds are derived. Simulation experiments support the algorithms’ significance and useful

results are also provided in comparison with other scheduling algorithms. This kind of algorithms can be applied for next generation internet

routers, achieving short time service for delay sensitive flows.
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1. Introduction

As far as the rate servers are concerned, keeping the

fairness in the allocation of resources among the users, is

essential. In most computer networks, no firewalls exist and

these networks are subject to the badly behaved sources. A

systematic approach of the weight sufficiency problem is

much more preferable than the continuous and endless

change of the credits’ amount in every round as it happens in

the Deficit Round Robin (DRR). It is interesting to develop

an adaptively adjustment credit scheme instead of a fixed

weight scheme.

Unfortunately, many fair scheduling disciplines cannot

be implemented in high-speed switches due to their time

complexity. A typical example is the Weighted Fair

Queuing (WFQ) algorithm with O(log(n)), where n is the

number of flows.

Many algorithms have been developed making assump-

tions on the packet’s size before beginning the transmission.

More efficient schedulers such as the Deficit Round Robin
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(DRR) and Surplus Round Robin (SRR) operate, provided

that the maximum size of the packet is known, and the O(1)

complexity is achieved. It has to be mentioned that the SRR

uses the method of borrowing credits from the next round.

In the following, we provide some definitions and notes

necessary for our analysis.

Definition 1. A large packet (l-packet), unlike the normal or

small size, cannot fit to the size of the weight and be

transmitted in a round.

To sustain a certain data rate, the scheduler has to

complete a packet scheduling cycle within a certain time

limit. The l-packet allows a higher time budget for a packet

scheduler because the less size of the quantum makes more

cycles for transmission.

Definition 2. An empty round appears, when the scheduler

cannot service a packet of a flow, due to the fact that the

amount of the previous remainder of bandwidth plus the

weight is less than the size of the packet.

Because of the empty rounds, we can have unlimited

borrowing of quantum for the following periods. This work

has a bad influence on the end-to-end latency, on the latency

of the other queues and on the overall performance of the

scheduler (Table 1). The importance of the empty round is

examined at the following. Under DRR policy, a flow with n

l-packets needs 2n rounds to be serviced because for each

l-packet, one round is needed for search and another one for

the quantum increase. Thus, for a sequence with n l-packets,

2n rounds are needed. The loss is exactly 2nKnZn rounds.

This amount is a significant waste of resources, especially

when the flow is delay-sensitive.

Definition 3. Quantum is the fixed service defined by

contract that the flow should receive during each round

robin service opportunity.

Definition 4. Weight is the variable, adjustable amount of

service that a flow receives in a round. Finally, after its

appropriate increase, the weight’s size is called quantum. It

must be proportional to the packet’s size.

Definition 5. MSLP stands for the maximum size of the

l-packets, a parameter very important for the weight’s size.

It is evident that normally a set of various size packets

can be serviced by a quantum in a round. When this size

exceeds a threshold, then an empty round may occur and an

increase of the weight is necessary. Quite often, a fixed-

credit scheme using a lower maximum (for some flows), does

not perform as well as the flexible variable credit scheme. In

[3], the DRR clearly states that the quantum for each flow

must be greater than the largest possible packet size. In

some cases (l-packets arrival), the fixed value of the DRR

weight is not sufficient to provide O(1) complexity.

The probable reasons that make the instantaneous

increase of the weight of a flow a necessity are:

– The MTU factor. Let us consider the TCP protocol. The

sending and receiving TCP entities exchange data in the

form of segments [13]. Each network has a maximum

transfer unit (MTU) within which each segment must fit.

If a segment passes through a sequence of networks

without being fragmented, and hits one whose MTU is

smaller than the segment, then the router at the boundary

fragments the segment into two or more smaller

segments. If a segment is too large for a network and

has to be transferred, then it must be broken up into

multiple segments by a router. Each new segment gets its

own IP header. The fragmentation by the routers

increases the total overhead, and delay, because each

additional segment adds 20 bytes of extra header

information to the form of an IP header [13]. An

algorithm that can adjust and increase instantaneously

the weight, is considered as necessary, so that the

fragmentation, due to the probable short size of the MTU

to be avoided.

– The SLA factor. In general situation, the contract for each

flow such as the SLA (service level agreement) finally

determines the necessary weight. The bad behavior of a

flow is usually the result of the internal conditions of the

network and not of the particular source’s behavior.

Thus, the core routers may benefit from an increase of the

value of the weight for limited time.

– The Latency factor. The instant increase of the weights

can be considered mandatory because the service delay

of some flows can cause further delay to all the other

flows as well.

– New services (or applications) factor. For any new

service (like video on demand), an increase of the flow’s

weight is probably needed, so that the empty rounds are

avoided. All the routers along a delivery chain must be

able to support the desired type of QoS. Any router that

cannot be a potential entrance point for the latency

(resulting jitter that breaks the time-domain needs of

applications), may cause the multimedia reproduction to

suffer.

It is assumed that the maximum size of the packets is

unknown for the DRR [9]. Additionally, in [14] it has

clearly been stated that in order to get an O(1) complexity,

the quantum has to be greater than the largest size of the

packet, that may have arrived during the execution of the

scheduler. The problem arises when the l-packets of

Table 1

Performance of queuing algorithms

Type of scheduler Relative fairness (RF) Complexity

DRR 3M O(1)

SRR 3M O(1)

ERR 3M O(1)

DIW 6M O(1)

CRR 3M O(1)

PIW 3M O(1)
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