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a b s t r a c t

Microrobots are low-power and low-capacity memory devices that can sense and act. They

perform various missions and tasks in a wide range of applications including odor localization,

firefighting, medical service, surveillance and security, search and rescue. To achieve these

tasks nodes should reconfigure their physical topology to another target organization. The

self-organization is one of the most challenging tasks in MEMS applications. In this paper,

we propose a distributed and efficient parallel self-organization protocol for chains of MEMS

nodes. This protocol is memory-efficient because it does not use the predefined positions of

the target shape, which reduces the memory usage to a constant complexity. Our algorithm is

implemented in a real environment simulator called DPRSim, the Dynamic Physical Rendering

Simulator.

© 2015 Published by Elsevier B.V.

1. Introduction1

Micro electro mechanical systems (MEMS) microrobots2

are miniaturized and low-power distributed and au-3

tonomous devices that can sense and act. It is expected that4

these small devices, referred to as MEMS nodes, will be5

massed produced, making their individual cost almost neg-6

ligible. MEMS microrobots are potentially very cheap, par-7

ticularly through their use in many areas in our daily life,8

including odor localization, firefighting, medical service,9

surveillance and security, and search and rescue. Their ap-10

plications require a massive deployment of nodes, thousands11

or even millions [8,33] which will give birth to the concept of12

Distributed Intelligent MEMS (DiMEMS) [4].13

The size of MEMS nodes can vary from well below one14

micron on the lower end of the dimensional spectrum, all the15

way to several millimeters. A DiMEMS device is composed of16

typically thousands or even millions of MEMS nodes. Some17
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DiMEMS devices are composed of mobile MEMS nodes [1,3], 18

some others are partially mobile [36] whereas other are not 19

mobile at all [4]. 20

One of the major challenges in developing a microrobot 21

is to achieve a precise movement to reach the destination 22

position while using a very limited power supply. Many 23

different solutions have been studied, for example, within 24

the Claytronics project [1,2,9,13,22] each microrobot helps its 25

neighbor to move to the desired position, which introduce 26

the idea of a collaborative way of moving. However, even 27

if the power requested for moving has been lowered, the 28

moving still costs a lot regarding the communication and 29

computation requirements. Optimizing the number of move- 30

ments of microrobots is therefore crucial in order to save en- 31

ergy. Within the Claytronics project, each node can see only 32

the state if its physical neighbor, this can be explained as a 33

shared memory between physical neighbors. Therefore, the 34

aim is to develop algorithms where each node uses only local 35

information. 36

In the literature, the self-reconfiguration can be seen from 37

two different points of view. First, it can be defined as a pro- 38

tocol, centralized or distributed, which transforms a set of 39

nodes to reach the optimal logical topology from a physical 40
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topology [11]. On the other hand, the self-reconfiguration is41

built from modules which are autonomously able to change42

the way they are connected, thus changing the overall shape43

of the network [9,26,29]. This process is difficult to control,44

because it involves the distributed coordination of a large45

numbers of identical modules connected in time-varying46

ways. The range of exchanged information and the amount47

of displacement determine the communication and energy48

complexity of the distributed algorithm. As said before the49

MEMS nodes have a very small size. Therefore, due to their50

small size, to cover a target shape it is required to divide this51

target shape to very small units (according to the size of the52

node) which will give millions of positions. If we use the so-53

lutions in literature works each node should have a memory54

capacity of at least millions of positions if the size of the tar-55

get shape is composed of millions of positions, hence the im-56

portance of providing self-reconfiguration solutions without57

predefined positions of the target shape.58

An open issue is whether distributed self-reconfiguration59

would result in an optimal configuration with a moderate60

complexity in message, execution time, number of move-61

ments and memory usage.62

In this paper, we propose a new distributed approach63

for parallelized self-reconfiguration of MEMS microrobots,64

where the target form is built in parallel incrementally, and65

each node can predict its number of movements to make the66

algorithm robust. Because the node can make sure that it has67

correctly followed the algorithm. We introduce a state model68

where each node can see the state of its physical neighbors69

to achieve the self-reconfiguration for distributed MEMS mi-70

crorobots, using the states the nodes collaborate and help71

each other. Contrary to existing works, in our algorithm each72

node has no information on the correct positions (predefined73

positions) of the target shape. The self-reconfiguration with74

shared map (predefined positions of the target shape) does75

not scale. Because with the map each node should store all76

predefined positions (may be millions) of the target shape,77

this is not always possible as MEMS nodes have a low- ca-78

pacity memory.79

We propose an efficient, distributed, asynchronous and80

parallelized algorithm for nodes self-reconfiguration where81

each node can communicate only with its physical neigh-82

bors. We study the case of a self-reconfiguration from a chain83

of microrobots to a square. The performance of the self-84

organization algorithm is evaluated according to the num-85

ber of movements, the amount of memory used and the86

time taken. In this paper the MEMS network is organized ini-87

tially as a chain. By choosing a straight chain as the initial88

shape, we aim to study the performance of our approach in89

extreme case. Indeed, the chain form represents the worst90

physical topology for many distributed algorithms in terms91

of fault tolerance, propagation procedures and convergence.92

Indeed, a chain of microrobots represents the worst case for93

message broadcasting complexity with O(n), after reconfigur-94

ing into a square the complexity will be O(
√

n) in the worst95

case.96

To assess the distributed algorithm performance, we97

present the simulation results and we compare to former re-98

sults. Our algorithm is implemented in a real environment99

simulator called DPRSim, the Dynamic Physical Rendering100

Simulator.101

Outline of the paper. The rest of the paper is organized as 102

follows: Section 4 discusses the model, definitions and some 103

tools. Section 5 discusses the proposed algorithm, it analyzes 104

the complexity of message and memory usage, it shows how 105

to predict the number of movements and shows the gener- 106

alization of the algorithm. Section 6 details the simulation 107

results. Finally, Section 7 summarizes our conclusions and il- 108

lustrates our suggestions for future work. 109

2. Related works 110

Many terms refer to the concept of self-reconfiguration. In 111

several works on wireless networks the term used is sel f − 112

organization, this term is also used to express the clustering 113

of ad-hoc networks. Also, the self-organization term can be 114

found in protocols for sensors networks to form a sphere or a 115

polygon from a center node [21,32]. Others algorithms for the 116

redeployment of sensor networks are presented in [14,25]. 117

A growing number of research on self-reconfiguration 118

for microrobots using centralized algorithms has been done, 119

among them we find centralized self-assembly algorithms 120

[24]. Other approaches give each node a unique ID and a pre- 121

defined position in the final structure; see for instance [30]. 122

The drawback of these methods is the centralized paradigm 123

and the need for nodes identification. More distributed ap- 124

proaches include [6,10,27,28]. The authors in [5] have shown 125

how a simulated modular robot (Proteo) can self-configure 126

into useful and emergent morphologies when the individual 127

modules use local sensing and local control rules. In [31] a 128

deterministic distributed algorithm for self-reconfiguration 129

of modular robots from arbitrary to straight chain configura- 130

tion. 131

Claytronics, is the name of a project led by Carnegie 132

Mellon University and Intel corporation. In the Claytronics 133

project, microrobots are called Claytronics ATOMS, CATOMS 134

for short. 135

Many works have already been done within the Claytron- 136

ics project. In [7,9] the authors propose a metamodel for the 137

reconfiguration of CATOMS starting from an initial configu- 138

ration to achieve a desired configuration using creation and 139

destruction primitives. The authors use these two functions 140

to simplify the movement of each CATOM. Another scalable 141

algorithm can be found in [22]. In [2], a scalable protocol for 142

CATOMS self-reconfiguration is proposed, written with the 143

MELD language [1,23] and using the creation and destruc- 144

tion primitives. In all these works, the authors assume that 145

all CATOMS know the correct positions composing the tar- 146

get shape at the beginning of the algorithm and each node 147

is aware of its current position. The first self-reconfiguration 148

without predefined positions of the target shape appears in 149

[15,16,19]. However, these solutions are not parallelized and 150

take longer to achieve the self-organization. In [17], we pro- 151

pose another solution that guarantees the connectivity of the 152

network through the execution time of the algorithm. In [18], 153

we propose a solution that guarantees the connectivity of the 154

network however, this solution is not optimal if the size of the 155

network is not a square root (an integer which is the square 156

of another integer). This new work optimizes the execution 157

time and the energy consumption (number of movements) 158

and deal with all sizes of the networks. A preliminary version 159

of this paper appears in [20]. 160
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