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a b s t r a c t

In recent years, we have witnessed substantial exploitation of real-time streaming applica-

tions, such as video surveillance system on road crosses of a city. So far, real world applica-

tions mainly rely on the traditional well-known client–server and peer-to-peer schemes as

the fundamental mechanism for communication. However, due to the limited resources on

each terminal device in the applications, these two schemes cannot well leverage the process-

ing capability between the source and destination of the video traffic, which leads to limited

streaming services. For this reason, many QoS sensitive application cannot be supported in the

real world. In this paper, we are motivated to address this problem by proposing a novel multi-

server based framework. In this framework, multiple servers collaborate with each other to

form a virtual server (also called cloud-server), and provide high-quality services such as real-

time streams delivery and storage. Based on this framework, we further introduce a (1 − ε)

approximation algorithm to solve the NP-complete “maximum services” (MS) problem with

the intention of handling large number of streaming flows originated by networks and max-

imizing the total number of services. Moreover, in order to backup the streaming data for

later retrieval, based on the framework, an algorithm is proposed to implement backups and

maximize streaming flows simultaneously. We conduct a series of experiments based on sim-

ulations to evaluate the performance of the newly proposed framework. We also compare our

scheme to several traditional solutions. The results suggest that our proposed scheme signifi-

cantly outperforms the traditional solutions.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, we have witnessed the popularity of real-

time streaming applications in the various environments,

such as the video surveillance systems [1–3]. Not only can
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the police monitor the risky streets and road crosses, but

also general public can employ these applications to enhance

security and safety in their business and life. In these applica-

tions, there will be many cameras installed in order to cover

as large area as one can. For example, Nasution and Foroughi

et al. proposed methods to detect and record various posture-

based events of interest in elder monitoring application at

various home surveillance scenarios [4–6]. In particular, due

to the popularity of smart phones and wide accessibility of
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wireless connections, people are able to use portable devices

to attain the events of interest from remote cameras [7].

Due to the limited resources on each terminal de-

vice in the applications, current schemes of the real-time

streaming applications cannot well leverage the processing

capability and storage space between the source and desti-

nation of the video traffic. For this reason, many QoS sensi-

tive application cannot be supported in the real world. For

example, there are traditionally mainly two general archi-

tectures for real-time services. The first one is the client–

server (C/S) scheme where the terminals stream the data

captured in the places of interest to the rendezvous server.

Remote users can then retrieve the data from the server. This

scheme is simple but incurs heavy burdens on the server. It

also does not scale well when more terminals of monitor-

ing get involved [8]. Another widely-adopted scheme is the

peer-to-peer scheme (P2P). The P2P scheme greatly alleviates

the burdens on rendezvous servers, and improves the ap-

plications scalability [8,9]. For example, Pudlewski [10] pro-

posed a point-to-point real-time video transmission scheme

over the Internet in conjunction with a compression method

that is error resilient and bandwidth-scalable. However, any

terminal in the P2P scheme acts as both client and server.

This leads to the heavy burden on the transmission source.

Moreover, because the lightweight server (every terminal) is

in short of storage space and processing capability, the P2P

scheme cannot support streaming data retrieval. The situa-

tion becomes worse when the connections are not stable. The

quality of service (QoS) will become unacceptable. To date, It

has long been a big challenge to realize the real-time stream-

ing over best-effort packet networks. On the other side, some

real-time streaming data is required to be backed up for later

retrieval. For example, the data produced by video surveil-

lance system is usually required to be backed up for a long

time, which can be retrieved for taking evidence.

In this paper, we proposed a novel framework based on

multi-server to address the above problem. In this frame-

work, we take the real-time data streaming and storage into

account at the same time, and multiple servers will incorpo-

rate with a virtual server (also called cloud-server) to pro-

vide both forwarding and storage services. Since our newly

proposed framework can fully utilize the resources from dy-

namic networks [11], the multiple servers provide better

robustness in case one transmission channel becomes con-

gested, and achieve high throughput on end users. We car-

ried out a series of experiments in order to test and evalu-

ate the performance of our proposed framework. Compared

to the traditional single server scheme, the best server and

route/path could be picked out in our solution. For the per-

spective of users, the service will be provided by a super

server, and the multiple servers will coordinate with each

other to maximize the simultaneous services.

We summarize the contributions of this paper as follows:

• We proposed a novel framework based on multi-servers

to collaboratively provide services for each end user. This

framework exploits the diversity of network and effi-

ciently realize the real-time streaming and backup at the

same time.

• Based on the proposed framework, we innovatively for-

mulated a brand-new problem in providing real-time

streaming services: Maximum Services (MS). This prob-

lem aims to maximize the total number of streaming

flows and/or services. We proved that this problem is ac-

tually an NP-complete problem.

• For the real working applications of real-time stream-

ing services, we innovatively inserted a two-relay restric-

tion into the framework, and therefore simplified the MS

problem. We designed an approximate algorithm with

foreseeable performance bounds to the optimal solution.

Extensive simulations were carried out to validate the

effectiveness of the proposed methods for real working

applications.

• A new metric Possible Loss (PL) was introduced to evalu-

ate the storage and backup performance. An efficient stor-

age algorithm is designed to achieve the minimized PL.

The rest of this paper is organized as follows: Section 2

presents related work. The details of the framework are

presented in Section 3. The approximate algorithm of MS

problem is presented in Section 4, followed by Section 5,

which is about the performance evaluation. Section 6

concludes this paper.

2. Related work

Clearly, the amount of data in our industry and the world

is exploding. Data is being collected and stored at unprece-

dented rates. For example, video streaming has become a

popular application. In 2010, the number of video streams

increased 38.8% to 24.92 billion even without counting the

user generated videos [12]. Video news clips, movies and TV

shows, and videos made and shared by the general public are

watched by millions of people every day [13,14]. A consid-

erable amount of data produced by the public needs to be

delivered in real-time such as online chatting, online games,

video surveillance and so on [15,16]. The challenge is not only

to store and manage the vast volume of data, but also to de-

liver the “Big Data” in real-time.

Traditional client–server based data streaming solutions

incur expensive capacity provision cost on the server and

do not scale well [8]. On the other hand, peer-to-peer (P2P)

streaming greatly alleviates the burdens on servers with

good scalability [8,9] where users act as both clients and

servers, which then incurs burden for data sources. Many

people consider them as suitable infrastructures for support-

ing real-time streaming. However, P2P networks possess dy-

namic characteristics that can decrease drastically the perfor-

mance of these real-time applications. If the communication

link between peers becomes bad, the QoS cannot be main-

tained. In contrast to traditional work, we combine multiple

servers into a cloud-server to collaboratively provide reliable

and efficient services.

The authors in [17,18] also utilized “multiple servers” to

stream media over a lossy packet network . In their work,

media packets are typically characterized by different dead-

lines, importance and interdependencies. Using this informa-

tion, the client is able to request the transmission of media

packets from the multiple servers. They proposed a client–

driven rate-distortion optimal packet scheduling algorithm

that decides which packet(s) are to be requested from which

server(s) at a given request opportunity. The difference be-

tween their work and ours is, we do not stream one data



Download English Version:

https://daneshyari.com/en/article/10339079

Download Persian Version:

https://daneshyari.com/article/10339079

Daneshyari.com

https://daneshyari.com/en/article/10339079
https://daneshyari.com/article/10339079
https://daneshyari.com

