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a b s t r a c t

Cloud based applications and services require high performance and strong reliability pro-
vided by data center networks. To overcome the problem of traditional tree based data cen-
ter network, recently many new network architectures are proposed, such as Fat-Tree and
BCube. They use aggressively over-provisioned network devices and links to achieve 1:1
oversubscription ratio. However, most of the time data center traffic is far below the peak
value and a large number of idle network devices and links in data centers consume a sig-
nificant amount of power, which is now becoming a big problem for many cloud providers.

In this paper, we aim to reduce the power consumption of high-density data center net-
works from the routing perspective while meeting the network performance requirement.
We call this kind of routing throughput-guaranteed power-aware routing. The essence of our
idea is to use as little network power as possible to provide the routing service, without
significantly compromise on the network performance. The idle network devices and links
can be shut down or put into the sleep mode for power saving. Extensive simulations con-
ducted in typical data center networks show that our power-aware routing can effectively
reduce the power consumption of network devices, especially under low network loads.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Today’s data centers integrate a great number of
switches and servers to provide various cloud-based ser-
vices, such as online search, web mail, e-business, as well
as basic computational and storage functions, such as
MapReduce [1], GFS [2], and CloudStore [3]. The goal of
the data center network (DCN) is to interconnect the mas-
sive number of data center servers, and provide efficient
and fault-tolerant routing to support upper-layer applica-

tions. It has attracted great attention to design a reliable
and efficient DCN architecture recently. The traditional
tree architecture applied in current data centers [34] is
known to face many challenges in supporting bandwidth-
hungry communications in data centers. More specifically,
the tree structure suffers from low scalability, high cost as
well as single point of failure. Hence, recently many ad-
vanced network architectures are proposed to mitigate
these issues, represented by Fat-Tree [4], BCube [5], etc.
These new data center architectures use more network de-
vices and links to effectively overcome the shortcomings of
the tree architecture and to enjoy 1:1 oversubscription
ratio.

In order to better support data-intensive applications in
data centers, these ‘‘richly-connected’’ network architec-
tures are designed with the major purpose of ensuring high
communication performance and robustness. These
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architectures have two characteristics in common: over-
provisioned network resources and inefficient power usage.
An excessive number of network devices and redundant
links are provided aggressively for the busy-hour load.
However, most of the time, the traffic in a data center is
far below the peak value and varies greatly between day-
time and night, which leaves a large number of network
devices to stay idle. The goal of network power conserva-
tion is to make the power consumption on networking de-
vices proportional to the traffic load [35]. In existing data
centers, however, the network at the low load still con-
sumes more than 90% of power used at the busy-hour load
[7]. So a large number of idle network devices in high-den-
sity networks consume a significant amount of power,
which results in an extremely inefficient power usage in
data center networks.

The power cost brought by hardware devices such as
network devices and servers in data centers accounts for
a dominant part of the operational costs of data centers,
and it may skyrocket as the scale of data centers expands.
The power cost is becoming a big burden for many cloud
providers. According to the statistics, the total power con-
sumption of global data centers accounts for 1.1–1.5% of
the worldwide electricity use in 2011 [8], and the figure
will continually increase to 8% by 2020 under the current
trend [42]. It has been shown that network devices con-
sume about 20% power in the whole data center [7], and
the ratio will grow with the rapid development of power-
efficient hardware and power-aware scheduling algo-
rithms on the server side. Therefore, it is of high impor-
tance to investigate advanced power conservation
technologies for data center networks, which will in turn
bring a great benefit in reducing the operational cost of
data centers and contribute to the reduction of the carbon
footprint.

The objective of this paper is to propose a novel
throughput-guaranteed power-aware routing algorithm to
reduce the total power consumption of network devices,
and to make power usage more efficient in ‘‘richly-con-
nected’’ data center networks. The key idea is to use as lit-
tle network power as possible to provide the routing
service, while maintaining the target network throughput.
The idle network devices and links can be shut down or put
into sleep for power saving. We also consider the tradeoff
between power conservation and network fault-tolerance.
Our algorithm can flexibly adapt the power-aware routing
to meet different reliability requirements. In contrast to
previous power-aware routing work, our approach uses a
different traffic rate model, in which the transfer rate of
each flow is bandwidth-constrained and depends on the
network resource competition with other flows, instead
of given by the fixed traffic demand in advance. This is be-
cause network is becoming the bottleneck for data-inten-
sive distributed computation in data centers.

We make the following contributions in the paper. First,
we formally establish the model of throughput-guaranteed
power-aware routing problem, which will guide us to
effectively analyze and solve the problem. We analyze
the time complexity of the power-aware routing problem,
and prove that it is NP-hard (Section 2.2 and Appendix A).

Second, we propose a throughput-guaranteed power-
aware routing algorithm to achieve our design goal (Sec-
tion 3). The algorithm works in the following four steps:
Step 1, we compute the routing paths and corresponding
network throughput with all switches and links in the ini-
tial topology of the data center network, which are called
basic routing and basic throughput respectively. Step 2, we
introduce an iteration process to gradually remove
switches from the basic routing and update the initial
topology, while satisfying the predefined performance
requirement. Step 3, we remove as many links connected
to active switches as possible from the updated topology
above while meeting the throughput requirement. Step 4,
we further adapt the updated topology to meet the reliabil-
ity requirement. We can power off the switches and links
not involved in the finally updated topology, or put them
into the sleep mode to conserve power.

Third, we conduct extensive simulations in typical data
center networks to validate the effectiveness of our power-
aware routing algorithm under different power-saving
granularities, traffic patterns and reliability requirement
(Section 4). The results show that our power-aware routing
algorithm can effectively reduce the power consumption of
network devices in data center networks, especially under
low network loads.

The rest of the paper is organized as follows. Section 2
introduces background knowledge and related work, and
formally establishes the throughput-guaranteed power-
aware routing problem model. Section 3 presents our algo-
rithm design. Section 4 evaluates the algorithm through
simulations in typical data center networks. Section 5 dis-
cusses practical implementation issues of our algorithm
and Section 6 concludes the paper.

2. Background and model

In this section, we first introduce the power consump-
tion models as well as the power conservation strategies
of network devices in data centers, and then establish the
model of throughput-guaranteed power-aware routing
problem. Finally, we present the related work on green
Internet and data center networks.

2.1. Network power consumption model

We discuss two types of power consumption models
applied to current modular network devices in data cen-
ters. The first one, called General Model, can accurately cal-
culate the power consumption of network devices, but its
dependence on unpredictable network traffic conditions
increases the complexity of the computation and thus the
model is hardly used in practice. To acquire a practical
model, we discuss the Simplified Model which is a more fea-
sible model. It can easily compute the power consumption
of switches only based on their configurations, regardless
of the factor of the network traffic. Note that we are not
claiming any novelty in the power consumption model of
network devices, but discuss here to make the paper more
complete. We will use the network power consumption
model to guide the design and evaluate the effectiveness
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