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a  b  s  t  r  a  c  t

The computer-assisted analysis of biomedical records has become an essential tool in clini-

cal  settings. However, current devices provide a growing amount of data that often exceeds

the  processing capacity of normal computers. As this amount of information rises, new

demands for more efficient data extracting methods appear.

This paper addresses the task of data mining in physiological records using a feature

selection scheme. An unsupervised method based on relevance analysis is described. This

scheme uses a least-squares optimization of the input feature matrix in a single iteration.

The output of the algorithm is a feature weighting vector.

The performance of the method was assessed using a heartbeat clustering test on real ECG

records. The quantitative cluster validity measures yielded a correctly classified heartbeat

rate  of 98.69% (specificity), 85.88% (sensitivity) and 95.04% (general clustering performance),

which is even higher than the performance achieved by other similar ECG clustering studies.

The number of features was reduced on average from 100 to 18, and the temporal cost was

a  43% lower than in previous ECG clustering schemes.

© 2012 Elsevier Ireland Ltd. All rights reserved.

1.  Introduction

The computer-assisted analysis of biomedical records has
become an essential tool in clinical settings. The widespread
access to portable medical devices or new personal devices
such as cell phones, smartphones, pdas, tablets, and wearable
devices, is boosting the amount of biomedical data available.
These devices provide a growing amount of data that often
exceeds the processing capacity of affordable computers. As
this amount of biosignal data rises, new demands for more
efficient information extracting methods appear [1].
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A number of algorithms have been proposed for knowledge
discovery and management in medical databases [2].  These
methods are aimed at turning the huge amount of information
in these databases into a more  manageable source. This objec-
tive can be achieved by removing useless data such as noise or
outliers [3],  selecting only a data subset [4],  performing a data
mining process to capture data patterns or relationships [5],
or by obtaining an efficient lower dimension representation of
the data [6].

Feature selection algorithms are dimensionality reduction
methods often associated to data mining tasks of classifica-
tionor clustering [1].  These methods provide a reduced set
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of the input features while preserving the relevant discrim-
inatory information. Feature matrix projection methods and
its derivatives, specially principal component analysis (PCA)
based methods, are probably the most popular of such rel-
evance analysis schemes. PCA related methods have been
applied successfully to many  biomedical signals: ECG [7–9],
EEG [10,11],  RR series [12], respiration [13]; and in diagnosis
applications related to the Alzheimer’s disease [14], Parkin-
son’s disease [15], and many  more  such as in [16,17],  or [18],
among others.

We describe in this paper a new feature matrix projection
scheme for unsupervised relevance analysis. This method can
be applied to any biomedical signal where a clustering process
is involved. It outperforms the conventional PCA methods in
terms of generalization, complexity, and feature discrimina-
tory information. The strong asymmetry frequently found in
biomedical data sometimes prevent PCA methods from being
used, since they assume a uniform data class distribution [19].
In addition, PCA methods are also very sensitive to the pres-
ence of noise and outliers [20].

The algorithm proposed is based on a least-squares
optimization scheme of the feature matrix that iteratively
converges to a local maximum of a relevance function [21].
The output of the method is a feature significance score
that enables the exclusion of superfluous features and a
weighted representation of the remaining ones. We  have fur-
ther improved the original method by reducing the number of
iterations to 1. Consequently, the computational requirements
to obtain the final feature set is lower, whereas its information
content remains almost unchanged.

The performance of the method presented was assessed
using a heartbeat clustering test on ECG records. ECGs are one
of the most used biomedical signals, and long-term records,
where data mining might be a powerful tool, are quite com-
mon  [4].  Labelled records from the MIT/BIH database [22],
containing different types of arrhythmias, were used in the
experiments.

A general feature extraction procedure was applied to the
segmented heartbeats. The feature set went then through the
relevance analysis stage proposed before entering the cluster-
ing process. The objective of the experiments was to assess the
quality of the heartbeat partition obtained using this method
of relevance analysis, both in terms of accuracy and temporal
cost.

2.  Method

The objective of a feature relevance analysis is to find a sim-
pler representation of the input features that preserves most
of their significant information according to a given criterion
function [23]. A tradeoff must be found between the quantity
and/or quality of the input features, and the separability of the
objects from which they were extracted. Feature selection has
many important potential benefits that makes it suitable in a
number of clustering applications [24].

Our method employs a feature relevance analysis scheme
to filter the input data, and preserve and score only those fea-
tures that maximize the information content. Although this
method can be used in any case where a clustering process of

a feature vector set takes place, we focused our attention on
ECG data. ECG records are one of the most common biomed-
ical signals, and high-resolution and/or long-term ECGs are
probably the best candidates for data mining approaches [4].

2.1.  Heartbeat  feature  selection  algorithm

The aim of the method is to compute weighting feature values
that enable an effective data dimensionality reduction along
with a proper feature relevance ranking. To accomplish this
goal, a distance-based least-squares optimization scheme is
proposed.

2.1.1.  Definitions
Let xj ∈ R

p be a heartbeat feature vector, 1 ≤ j ≤ n. Let X ∈ R
n×p

be a matrix that results from arranging all xj vectors in rows.
Let Y ∈ R

n×p be a linear projection of X given by Y = XV, where
V ∈ R

p×p is an unknown orthogonal projection matrix. If the
number of features is reduced from p to q, we have to introduce
the truncated version of the previous matrices, namely V̂ ∈
R

p×q, Ŷ ∈ R
n×q, Ŷ  = XV̂, and the least squares estimated matrix

X̂ ∈ R
n×p, X̂ = ŶV̂

�
.

Finally, let  ̨ ∈ R
p be an unknown feature weighting vector

that can be arranged in an affinity symmetric positive definite
matrix A as A = Xdiag(˛)X�, with ||˛|| = 1.

2.1.2. Mathematical  background
The dissimilarity between the original feature matrix X and
the reconstructed version X̂ can be quantified by the euclidean
norm, that is, ||X − X̂||. Since this dissimilarity has to be mini-
mized in terms of V̂,  and A, the initial objective function can
be expressed as:

min
V̂
||X − X̂||2A = min

V̂
||X − ŶV̂

�||2A (1)

where we  use a squared version for simplicity. Applying the
inner product definition and trace properties to Eq. (1),  it can
be rewritten as:

tr(X�AX� − X̂
�

AX� − X�AX̂
� + X̂

�
AX̂
�

) (2)

Another term of interest is ||X||2A, given by:

||X||2A = tr(X�AX) = tr(AXX�) =
p∑

i=1

�i�i (3)

where �i and vi denote respectively the i-th eigenvalue and
eigenvector of X�X and �i = �−1

i
v�

i
X�AXvi. Arranging Eq. (2)

according to formulation for Eq. (3),  it results in the following
new expression:

p∑
i=1

�i�i − 2

q∑
i=1

�i�i +
q∑

i=1

�i�i =
p∑

i=q+1

�i�i (4)
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