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a b s t r a c t

Conjugate gradient methods are a class of important methods for unconstrained optimization problems,
especially when the dimension is large. In this paper, we study a class of modified conjugate gradient
methods based on the famous LS conjugate gradient method, which produces a sufficient descent
direction at each iteration and converges globally provided that the line search satisfies the strong Wolfe
condition. At the same time, a new specific nonlinear conjugate gradient method is constructed. Our
numerical results show that the new method is very efficient for the given test problems by comparing
with the famous LS method, PRP method and CG-DESCENT method.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

In the reference [2], Liu and Storey propose the famous LS
nonlinear conjugate gradient method (called LS method). The
important property of the LS method is that it has good numerical
results. But its global convergence has not been thoroughly proved
under the Wolfe-type line search condition. The purpose of this
paper is to study a class of conjugate gradient methods related to
the famous LS method.

Consider the following unconstrained optimization problem:

min
x∈Rn

f ðxÞ;

where f ðxÞ is smooth and its gradient gðxÞ is available. Conjugate
gradients methods are efficient to solve the above problems, and
have the following iteration form:

xkþ1 ¼ xk þ αkdk; ð1:1Þ

dk ¼
−gk; for k¼ 1;
−gk þ βkdk−1; for k≥2;

(
ð1:2Þ

where gk ¼ −∇f ðxkÞ, αk40 is a step length determined by some line
search; dk is the search direction and βk is a scalar. The formula of
βk should be so chosen that the method reduces to the linear
conjugate gradient method in some case when f ðxÞ is strictly
convex and the line search is exact.

Some well-known formulas of βk are called the Fletcher–Reeves
(FR) [1], Liu–Story (LS) [2], Polak–Ribière–Polyak (PRP) [3,4] and

Hager–Zhang (HZ) [5] formulas, i.e.,

βFRk ¼ jjgkjj2
jjgk−1jj2

; 1½ �; βLSk ¼−
gTkyk−1
dT
k−1gk−1

; 2½ �; βPRPk ¼ gTkyk−1
jjgk−1jj2

; 3;4½ �;

βHZk ¼ yk−1−2dk−1
jjyk−1jj2
dTk−1yk−1

 !T
gk

dTk−1yk−1
; 5½ �;

where ||⋅|| is the Euclidean norm and yk−1 ¼ gk−gk−1. Their corre-
sponding conjugate gradient methods were generally specified as
FR, LS, PRP and HZ methods. Obviously, if f is a strictly convex
quadratic function and the line search is exact, the above methods
are equivalent.

In the past few years, the LS and PRP methods have been
regarded as the most efficient conjugate gradient method in
practical computation, which makes them research widely, see
[2–4,6–11]. Hager and Zhang [5] discussed the global convergence
of the HZ method for strong convex functions under the Wolfe line
search, i.e., αk satisfies

f ðxk þ αkdkÞ≤ f ðxkÞ þ δαkg
T
kdk; ð1:3Þ

gðxk þ αkdkÞTdk≥sgTkdk; ð1:4Þ
where 0oδoso1. In order to prove the global convergence

for general functions, Hager and Zhang modified the parameter
βHZk as

βMHZ
k ¼maxfβHZk ; ηkg ð1:5Þ

where ηk ¼ ð−1=jjdk−1jjminfη; jjgk−1jjgÞ, η40. The corresponding
method of (1.5) is the famous CG-DESCENT method.

Gilbert and Nocedal [12] investigate global convergence prop-
erties of the dependent FR method with βk satisfying

���βk���≤ ���βFRk ���,
provided that the line search satisfies the strong Wolfe conditions,
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i.e., αk satisfies (1.3) and

jgðxk þ αkdkÞTdkj≤−sgTkdk; ð1:6Þ
where 0oδoso1.

The above observation motivates us to construct a class of
conjugate gradient methods in which βk satisfies���βk���≤tk

���βLSk ���; ð1:7Þ

where

tk ¼
u

sð1þ μkÞ
; μk ¼

jgTkgk−1j
jjgkjj2

; 0ouo 1
2
and s∈ð0;1Þ

In Section 2, we will investigate global convergence properties
of the new modified conjugate gradient method with the strong
Wolfe line search. In Section 3, we will give a specific nonlinear
conjugate gradient method which originates in the new modified
conjugate gradient method, and some numerical results are also
reported.

2. The main results

In this section, we always assume that jjgkjj≠0 for all k, for
otherwise a stationary point has already been found. At the same
time, in order to guarantee the global convergence of the new
method, we make the following assumption on the objective
function f ðxÞ.

Assumption (H).

(i) The level set Ω¼{x∈Rnjf ðxÞ≤ f ðx1Þ} is bounded, where x1 is the
starting point.

(ii) In some neighborhood Vof Ω, f is differentiable and its
gradient g is Lipchitz continuous, namely, there exists a
constant L40 such that
jjgðxÞ−gðyÞjj≤Ljjx−yjj; for all x; y∈V:

Obviously, from Assumption (H), we know that there exists a
constant ~r40, such that
jjgðxÞjj≤ ~r for all x∈V: ð2:1Þ

Lemma 2.1. Consider any method (1.1)–(1.2), where βk satisfies (1.7)
and αk satisfies the strong Wolfe line search (1.3) and (1.6). Then

gTkdk ≤−ð1−uÞjjgkjj2: ð2:2Þ

Proof. We prove the conclusion by induction. Since jjg1jj2 ¼ −gT1d1
and u∈ð0;1=2Þ, the conclusion (2.2) holds for k¼ 1. Now we
assume that the conclusion is true for k−1 and gk≠0, then
gTk−1dk−1o0. We need to prove that the result holds for k.

Multiplying (1.2) by gTk , we have

gTkdk ¼−jjgkjj2 þ βkg
T
kdk−1:

Then from (1.7) and (1.6), we get

gTkdk ≤−
������gk������2 þ βk ⋅jgTkdk−1 ≤− gk j2 þ tk⋅ βLSk ⋅jgTkdk−1j

����������������
≤−
������gk������2 þ ujjgkjj2

sðjjgkjj2 þ jgTkgk−1jÞ
⋅
jjgkjj2 þ jgTkgk−1j

−gTk−1dk−1
⋅ð−sgTk−1dk−1Þ

≤−ð1−uÞjjgkjj2:
From above inequality, the conclusion (2.2) also holds.
According to (2.2) and 0ouo 1

2, we also have

jjgkjj2o−2gTkdk: ð2:3Þ

We state a general convergence result as follows. This result
was essentially proved by Zoutendijk [13]. It is important in the
convergence analyses of nonlinear optimization methods.

Lemma 2.2. Suppose Assumption (H) holds. Consider any method
(1.1)–(1.2), where dk satisfies gTkdko0 for k∈Nþ and αk satisfies the
Wolfe line search (1.3) and (1.4). Then

∑
k≥1

ðgTkdkÞ2
jjdkjj2

o þ∞: ð2:4Þ

The strong Wolfe line search is a special case of the Wolfe line
search, so the Lemma 2.2 also holds under the strong Wolfe line
search.

Lemma 2.3. Consider any method (1.1)–(1.2), where βk satisfies (1.7)
and αk satisfies the strong Wolfe line search (1.3) and (1.6). If there
exists a constant r40, for ∀k≥1 such that

‖gk‖≥r: ð2:5Þ
Then we have

∑
k≥2

jjuk−uk−1jj2o þ∞:

where

uk ¼
dk

jjdkjj
:

Proof. From (2.2), we know that dk≠0, ∀k∈Nþ. Define the
quantities

rk ¼
−gk
jjdkjj

and δk ¼
βkjjdk−1jj
jjdkjj

In the following, we first prove that 1þ δk≠0 holds. Obviously,
the inequality holds when the parameter βk≥0. In order to prove
that the inequality also holds when βko0, we apply the contra-
diction. Suppose that 1þ δk ¼ 0 holds, i.e., −βkjjdk−1jj ¼ jjdkjj.

From βko0, then we have

jjβkdk−1jj ¼ jjdkjj
From (1.2), we have jjdk þ gkjj ¼ jjβkdk−1jj, therefore,
jjdk þ gkjj ¼ jjdkjj

Squaring the equality, we get

jjgkjj2 ¼ −2gTkdk;

which is contradictive with (2.3). Hence, 1þ δk≠0 always holds
when βk satisfies (1.7) under the strong Wolfe line search, i.e.,
there exists a constant ρ40 such that

j1þ δkj≥ρ: ð2:6Þ
From (1.2), we have

uk ¼
dk

jjdkjj
¼ −gk þ βkdk−1

jjdkjj
¼ rk þ δkuk−1:

According to the definition of uk, we have jjukjj ¼ 1, then

jjrkjj ¼ jjuk−δkuk−1jj ¼ jjδkuk−uk−1jj: ð2:7Þ
By (2.6) and (2.7), we have

jjuk−uk−1jj ¼
1

j1þ δkj
jjð1þ δkÞ⋅ðuk−uk−1Þjj

≤
1

j1þ δkj
ð uk−δkuk−1 þ δkuk−uk−1 Þ

����������������
≤
2
ρ

rk :jj
���� ð2:8Þ

From (2.2), (2.4), (2.5) and (2.8), we have

ρ2r2ð1−uÞ2
4

∑
k≥1

jjuk−uk−1jj2 ≤ð1−uÞ2 ∑
k≥1

ðjjgkjj2⋅r2k Þ
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