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a b s t r a c t

The closest string problem that arises in both computational biology and coding theory is to find a

string minimizing the maximum Hamming distance from a given set of strings. This study proposes an

efficient heuristic algorithm for this NP-hard problem. The key idea is to apply the Lagrangian

relaxation technique to the problem formulated as a mixed-integer programming problem. This

enables us to decompose the problem into trivial subproblems corresponding to each position of the

strings. Furthermore, a feasible solution can be easily obtained from a solution of the relaxation. Based

on this, a heuristic algorithm is constructed by combining a Lagrangian multiplier adjustment

procedure and a tabu search. Computational experiments will show that the proposed algorithm can

find good approximate solutions very fast.

& 2011 Elsevier Ltd. All rights reserved.

1. Introduction

In computational biology problems related with strings often
arise: Given strings are compared with each other and their
common part is searched for. Among such problems, the closest
string problem, which is also referred to as consensus string
problem or center string problem in the literature, is to find a
string that minimizes the maximum Hamming distance from a
given set of strings. For example, a closest string for the three
strings GCGT, AGTT and CTGC is ATGT and the maximum Ham-
ming distance is 2. This problem also appears in coding theory as
an equivalent problem to compute the covering radius of
codes [1].

The closest string problem is known to be NP-hard because its
decision problem version over a binary alphabet is NP-com-
plete [1]. Theoretically, PTAS (Polynomial Time Approximation
Schemes) [2–4] can find a good approximate solution in poly-
nomial time. However, they are not directly applicable to prac-
tical problems because of their high time complexity [4]. With
regard to exact algorithms, some fixed-parameter algorithms
have been proposed so far [5–7]. These algorithms are not for
minimizing the maximum Hamming distance but for a decision
problem version of the problem. Therefore, it is necessary to apply
the algorithms repeatedly to obtain a closest string. Moreover,
they are effective only when the maximum Hamming distance is

small. There are also some researches on exact algorithms for
polynomially solvable classes [8,9], but it is not direct to extend
them to the general problem. An alternative and simple way to
solve the problem exactly is to formulate it as a (mixed-)integer
programming problem [2,10] and apply a general MIP solver
[10–12]. It is true that this method can solve small-sized pro-
blems, but it fails when the problem size becomes large.

Studies on (meta)heuristic algorithms have been increasing in
these few years [10,12–17]. Most of them were applied to small-
sized instances with the string length not more than 1000. The
only exception is [12], where a simple local search [10] was
improved to parallel multistart one and it was applied to
medium-size instances with the string length up to 5000. In the
case of 20 characters, solutions by their algorithm were on
average at most 6.5% worse than optimal or best solutions by a
commercial MIP solver, although the algorithm took 1 or 2 min on
a parallel machine with 28 nodes.

The purpose of this study is to propose a more efficient
heuristic algorithm for the closest string problem. The key idea
is to apply the Lagrangian relaxation technique to the mixed-
integer programming formulation, which enables us to obtain a
tight lower bound and an approximate solution at the same time.
Based on this, a heuristic algorithm will be constructed by
combining a Lagrangian multiplier adjustment procedure and a
tabu search. Computational experiments will show that the
proposed algorithm can find optimal or near-optimal solutions
very quickly.

This paper is organized as follows. In Section 2, the closest
string problem is formally described and it is formulated as
a mixed-integer programming problem. In Section 3, the
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formulated problem is relaxed via the Lagrangian relaxation
technique. Next, in Section 4, three lemmas on the properties of
the Lagrangian relaxation are presented and proved. Then, in
Section 5, a heuristic algorithm is constructed based on the
relaxation. In Section 6, computational experiments are con-
ducted and the proposed algorithm is compared with the existing
algorithms. Finally, Section 7 concludes this study.

2. Problem description and formulation

In this section the closest string problem will be formulated as
a mixed-integer programming problem. In [10], three types of
formulations are presented. Among them, this study employs the
formulation originally proposed in [2] whose linear programming
relaxation gives a tight lower bound.

Let us denote an alphabet composed of M characters a1, . . .,aM

by S (¼ fa1, . . . ,aMg) and define an index setM byM¼ f1, . . . ,Mg.
A string s over S is a sequence of characters in S. The length of s is
denoted by jsj and the jth character of s is denoted by s½j�. That is, s

belongs to Sjsj and is described by s¼ s½1� � � � s½jsj�.
Assume that N strings si (iAN ¼ f1, . . . ,Ng) of length L

(js1j ¼ � � � ¼ jsNj ¼ L) over S are given. The closest string problem
considered in this study is to find a string s of length L over S that
minimizes the maximum Hamming distance from si ðiAN Þ. Here,
the Hamming distance dHðsi,sÞ between si and s is defined by

dHðsi,sÞ ¼ jfjALjsi½j�as½j�gj, ð1Þ

where L¼ f1, . . . ,Lg. By using dHðsi,sÞ, the problem can be for-
mulated as follows:

dn ¼min
s

max
iAN

dHðsi,sÞ, ð2Þ

s:t: s½j�AS, jAL: ð3Þ

Let us define sets of charactersAjDS ðjALÞ composed of those
appearing at the jth position of si ðiAN Þ by

Aj
¼
[

iAN
fsi½j�g: ð4Þ

Its cardinality is denoted by mj ¼ jAj
jrM and index sets Mj are

defined by Mj
¼ f1, . . . ,mjg for jAL. Let us also define vi

j (iAN ,
jAL) so that the vi

jth element of Aj is equal to si½j�. Next, we
introduce decision variables xkj (kAMj, jAL) that are defined by

xkj ¼
1, s ½j� is the kth element of Aj,

0 otherwise:

(
ð5Þ

Then, the closest string problem can be formulated as the
following mixed-integer programming problem (IP):

dn ¼min
d,x

d, ð6Þ

s:t:
X

kAMj

xkj ¼ 1, jAL, ð7Þ

dþ
X
jAL

x
vj

i
,j
ZL, iAN , ð8Þ

dZ0, ð9Þ

xkjAf0,1g, kAMj, jAL: ð10Þ

In (IP), the constraints (7) require that exactly one character is
chosen from Aj for s[j]. The constraints (8) define the maximum
Hamming distance d from the strings si (iAN ) because dHðsi,sÞ can

be expressed by

dHðsi,sÞ ¼ L�
X
jAL

x
vj

i
,j
: ð11Þ

3. Lagrangian relaxation

Since the closest string problem is formulated as the mixed-
integer programming problem (IP), we can solve it by applying a
general MIP solver. However, it takes long computation time
when the number of strings N or the string length L is large.
Therefore, this study employs the Lagrangian relaxation techni-
que to obtain a lower bound of (IP) and, at the same time, a good
approximate solution of (IP). Here, the violation of the constraints
(8) in (IP) is penalized by Lagrangian multipliers miZ0 (iAN ) and
the following Lagrangian relaxation (LR) is obtained:

bdn

ðlÞ ¼min
d,x

dþ
X
iAN

mi L�d�
X
jAL

x
vj

i
,j

0@ 1A8<:
9=;

¼min
d,x

1�
X
iAN

mi

 !
d�
X
iAN

mi

X
jAL

x
vj

i
,j

8<:
9=;þL

X
iAN

mi,

s:t: ð7Þ, ð9Þ, ð10Þ: ð12Þ

Clearly, bdn

ðlÞ satisfies

bdn

ðlÞrdn: ð13Þ

From the first term of the right-hand side of (12), dnðlÞ becomes
dnðlÞ ¼ �1 by choosing d¼ þ1 if

P
iANmi41 holds. Therefore,

we can assume that
P

iANmir1 for obtaining a lower bound of dn.
In this case,

1�
X
iAN

mi

 !
dZ0 ð14Þ

holds and the equality is always achievable by choosing d as d¼0.
Hence, (LR) can be converted to the following equivalent problem
ðLR0Þ:

bdn

ðlÞ ¼�max
x

X
jAL

X
iAN

mixvj
i
,j
þL
X
iAN

mi,

s:t: ð7Þ, ð10Þ: ð15Þ

Since the first term of the right-hand side of (15) is decomposable
with respect to jAL, we can decompose ðLR0Þ into L subproblems
ðLRjÞ, which are given by

bdn

j ðlÞ ¼�max
xj

X
iAN

mixvj

i
,j
¼�max

xj

X
kAMj

X
i AN

v
j
i
¼ k

mi

0BB@
1CCAxkj, ð16Þ

s:t:
X

kAMj

xkj ¼ 1, ð17Þ

xkjAf0,1g, kAMj: ð18Þ

By using bdn

j ðlÞ,
bdn

ðlÞ is expressed by

bdn

ðlÞ ¼
X
jAL

bdn

j ðlÞþL
X
iAN

mi: ð19Þ

The subproblem (LRj) is easy to solve in O(N) time and bdn

j ðlÞ is
given by

bdn

j ðlÞ ¼�max
kAMj

X
i AN

v
j
i
¼ k

mi: ð20Þ
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