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Abstract

This paper presents a methodology that, for the problem of scheduling of a single server on

multiple products, finds a dynamic control policy via intelligent agents. The dynamic (state

dependent) policy optimizes a cost function based on the WIP inventory, the backorder pen-

alty costs and the setup costs, while meeting the productivity constraints for the products. The

methodology uses a simulation optimization technique called Reinforcement Learning (RL)

and was tested on a stochastic lot-scheduling problem (SELSP) having a state–action space

of size 1.8 · 107. The dynamic policies obtained through the RL-based approach outper-

formed various cyclic policies. The RL approach was implemented via a multi-agent control

architecture where a decision agent was assigned to each of the products. A Neural Network

based approach (least mean square (LMS) algorithm) was used to approximate the reinforce-

ment value function during the implementation of the RL-based methodology. Finally, the

dynamic control policy over the large state space was extracted from the reinforcement values

using a commercially available tree classifier tool.
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1. Introduction

The problem of economic production scheduling of multiple items on a single

facility under a random production environment is generally referred to as the sto-
chastic lot scheduling problem (SELSP). Other specific features of this problem

include random sequence dependent production change-over times and costs, ran-

dom asymmetric demand arrival patterns for the items, inventory holding costs,

backordering/lost customer costs, and, perhaps, specified service level constraint

for the items. Industrial applications where SELSP can be found are auto manufac-

turing (stamping, forging, painting, etc.), paper mills, and bottling operations.

The important question associated with controlling a SELSP is ‘‘how to dynam-

ically switch production from one item to another depending on the buffer levels and
demand characteristics of the current item being produced as well as the others so as

to minimize the overall cost per unit time while, perhaps, satisfying the service level

constraints for this items?’’ An excellent review of the SELSP literature can be found

in Sox et al. [26]. The SELSP literature can be primarily classified into two classes:

cyclic scheduling and dynamic scheduling. As far as the solution approach is con-

cerned, there are two primary classifications in the literature: discrete time control

[3,9,16,19,25] and queuing-based control [1,8,21]. The latter approach is again clas-

sified into three categories: the pooling systems approach, heavy traffic approxima-
tion, and simulation-based approach. A good application using simulation agents

can be seen in Gelenbe et al. [10]. The approach adopted in this paper is a combina-

tion of discrete simulation and reinforcement learning, of which the latter is derived

from dynamic programming and stochastic approximation. Our approach essentially

consists of the following steps:

(1) Develop a mathematical model for the SELSP problem.

(2) Develop a multi-agent RL algorithm.
(3) Develop a simulation model of the system.

(4) Run the system simulation (with service level constraints built into it) and

apply the RL algorithm during the simulation to arrive at a dynamic scheduling

policy.

The multi-agent system uses reinforcement learning algorithms to perform unsu-

pervised learning. An excellent review of reinforcement learning agents can be seen in

[18,22,27]. We give a brief introduction to reinforcement learning in the next section.

2. Reinforcement learning

Reinforcement learning (RL) is a way of teaching agents (decision-makers) near-

optimal control policies. This is accomplished by assigning rewards and punishments
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