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Abstract

Research has been devoted in recent years to relevance feedback as an effective solution to improve performance of image sim-
ilarity search. However, few methods using the relevance feedback are currently available to perform relatively complex queries on
large image databases. In the case of complex image queries, images with relevant concepts are often scattered across several visual
regions in the feature space. This leads to adapting multiple regions to represent a query in the feature space. Therefore, it is nec-
essary to handle disjunctive queries in the feature space.
In this paper, we propose a new adaptive classification and cluster-merging method to find multiple regions and their arbitrary

shapes of a complex image query. Our method achieves the same high retrieval quality regardless of the shapes of query regions since
the measures used in our method are invariant under linear transformations. Extensive experiments show that the result of our
method converges to the user�s true information need fast, and the retrieval quality of our method is about 22% in recall and
20% in precision better than that of the query expansion approach, and about 35% in recall and about 31% in precision better than
that of the query point movement approach, in MARS.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

The relevance feedback based approach to content-
based image retrieval (CBIR) has been an active re-
search areas in the past few years. A good survey can
be found in (Ishikawa et al., 1998; Rui et al., 1998;
Rui et al., 1999). Most existing CBIR systems represent
images as feature vectors using visual features, such as
color, texture and shape. That is, the closer two vectors
are, the more similar the corresponding images are.

They search images via a query-by-example (QBE) inter-
face. When the systems present a set of images consid-
ered to be similar to a given query, the user can pick
up the ones most relevant to the given query, and the
system refines the query using them, which allows the
relevant images be the ones picked up by the user. Rel-
evance feedback based CBIR techniques do not require
a user to provide accurate initial queries, but rather esti-
mate the user�s ideal query by using relevant images
feedback by the user.
Current approaches to CBIR assume that relevant

images are physically near the query image in some fea-
ture space regardless of visual features. However, the
similarity between images perceived by humans does
not necessarily correlate with the distance between them
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in the feature space. That is, semantically relevant
images might be spread out in the feature space and
be scattered in several clusters rather than one. In this
case, traditional relevant feedback approaches (Flickner
et al., 1995; Ishikawa et al., 1998; Rui et al., 1997; Roc-
chio, 1971) do not work well when shifting the query
center by linear combination of the relevant images.
Implementing the relevance feedback concerns the

computation of a new query point (or points) in a fea-
ture space and the change of a distance function. As
shown in Fig. 1(a), early studies (Ishikawa et al., 1998;
Rui et al., 1997) represent a new query as a single point
and change the weights of feature components to find an
optimal query point and an optimal distance function.
In this case, a single point is computed using the
weighted average of all relevant images in the feature
space. The contours represent equi-similarity lines.
Meanwhile, a recent study (Porkaew and Chakrabarti,
1999) represents a new query as multiple points to deter-
mine the shape of the contour as shown in Fig. 1(b).
This approach uses a clustering method (Charikar
et al., 1997) to compute new query points using query re-
sults (relevant images) based on the user�s relevance
judgement. It is assumed that the relevant images are
mapped to points close together according to the simi-
larity measure. A single large contour is constructed to
cover all query points and the system finds images sim-
ilar to them. However, if the feature space and the dis-
tance function for the user�s perception are quite
different from those for the system, the relevant images
are mapped to disjoint regions of arbitrary shapes in
the feature space. That is, the relevant images may be
ranked below other retrieved images for the given query.
In order to converge rapidly to the user�s information
need at the higher semantic level, the system should find
the images similar to any of the query points as in Fig.
1(c). A query that retrieves the images similar to any
of the query points is called a disjunctive query. Espe-
cially, a complex image query is represented as disjoint
multiple regions since semantically related images can
be scattered in several visual regions rather than one.
In this paper, we propose a new adaptive classifica-

tion and cluster-merging method (Qcluster: query clus-
tering) to find multiple regions and their arbitrary

shapes of contours for a given complex image query.
Also we propose an approach to the relevance feedback
using multiple query points to support disjunctive
queries.
Fig. 2 shows the proposed relevance feedback mech-

anism. At the first stage, an example image submitted by
the user is parsed to generate an initial query
Q = (q,d,k), where q is a query point in the feature
space, k is the number of images in the query result re-
turned by the system, and d is the distance function.
The query point q is compared with images in the data-
base using the distance function d. According to d, the
result set consisting of k images close to q,
Result(Q) = {p1, . . ., pk}, is returned to the user.
At the next stage, the user evaluates the relevance of

images in Result(Q) by assigning a relevance score to
each of them. Based on those scores, the relevant set,
RelevantðQÞ ¼ fp01; . . . ; p0mg, is obtained. In this paper,
we present a new adaptive clustering method consisting
of two processes: the classifying process and the cluster-
merging process. The proposed classifying process
places each element of the relevant set, Relevant(Q), in
one of the current clusters or a new cluster. Then, the
proposed cluster-merging process finds the appropriate
number of clusters by merging certain clusters to reduce
the number of query points in the next iteration. Finally,
representatives of clusters generated from relevant
images in the classified set make up the set of new query
points. A new query, Q 0 = (q 0,d 0,k) with a set of new
query points q 0 and a new distance function d 0, is com-
puted and then used as an input for the second round.
After some iterations, the loop ends up with the final

result set close to Result(Qopt), where Qopt = (qopt,
dopt,k) is the optimal query.
Our approach to the relevance feedback allows multi-

ple objects to be a query. We refer to them as a multi-
point query. When the user marks several points as
relevant, we cluster sets of relevant points and choose
the centroids of the clusters as their representatives.
Then, we construct the multipoint query using a small
number of good representative points. At the classifying
process, Bayesian classification function (Fisher, 1938) is
used. Statistics such as mean and covariance of each
cluster, which were computed from the previous itera-
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Fig. 1. Query shape. (a) Query point movement (b) Convex shape
(multipoint) and (c) Concave shape (multipoint).
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Fig. 2. Overall structure of the proposed method.
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