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a b s t r a c t

We formulate a finite-size particle numerical model of strongly magnetized plasmas in the drift-kinetic
approximation.Weuse the phase space action as an alternative to previous variational formulations based
on Low’s Lagrangian or on a Hamiltonian with a non-canonical Poisson bracket. The useful property
of this variational principle is that it allows independent transformations of particle coordinates and
velocities, i.e., transformations in particle phase space. With such transformations, a finite degree-of-
freedom drift-kinetic action is obtained through time-averaging of the finite degree-of-freedom fully-
kinetic action. Variation of the drift-kinetic Lagrangian density leads to a self-consistent, macro-particles
and fields numerical model. Since the computational particles utilize only guiding center coordinates
and velocities, there is a large computational advantage in the time integration part of the algorithm.
Numerical comparison between the time-averaged fully-kinetic and drift-kinetic charge and current,
deposited on a computational grid, offers insight into the range of validity of the model. Being based on a
variational principle, the algorithm respects the energy conserving property of the underlying continuous
system. The development in this paper serves to further emphasize the advantages of using variational
approaches in plasma particle simulations.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Finite-size particle algorithms for kinetic plasma simulations
have established a strong record of success in a variety of areas
[1,2]. Recent work [3] reexamined the variational formulations
of these algorithms [4,5] and developed important improvements
and generalizations. Two variational formulations were consid-
ered in Ref. [3], one based on Low’s Lagrangian [6], which gen-
eralized previous work and a new one, based on a Hamiltonian
functional and a non-canonical Poisson bracket [7,8]. Ref. [3] an-
alyzed in detail the relation between Lagrangian symmetries and
conservation properties in the process of reduction from infinite
(Vlasov–Poisson or Vlasov–Maxwell system) to finite number of
degrees of freedom (DOF), pointing out which approximations led
to the retention – or not – ofwhich conserved quantities. It also ad-
dressed the relation between force interpolation andparticle shape
and showed that the particle shape is not the determining factor in
an algorithm’s overall accuracy; as an illustration, it constructed a
charge deposition rule that has a narrow stencil but high smooth-
ness. Energy conservation properties were carefully examined and
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was shown that in the time-discretized system, energy conserva-
tion depends only on the time step size; as a comparison, it showed
that in the more standard particle-in-cell (PIC) algorithm energy
conservation depends on both the time step and the grid spacing.
There are many other attractive features of variational formula-
tions, including the ease of change of variables, a consistent way
of increasing the overall accuracy (in space and time), etc., which
motivate us to seek their further extensions and applications.

The presentwork has two purposes. First, to offer an alternative
formulation to the above two, a formulation based on the phase
space action [9,10]. In this variational principle the particle coor-
dinates and velocities are considered independent variables and
are varied separately. The physical relations between coordinates
and velocities as well as Newton’s equations of motion are ob-
tained after performing the variation. The important feature of this
approach is that it allows transformation of variables indepen-
dently for coordinates and velocities, i.e., transformations in par-
ticle phase space rather than in configuration space only. This
property was used by Littlejohn [11], who offered a simplified
derivation of the guiding center equations ofmotion of a point par-
ticle in external electric and strong magnetic fields. Thus, the sec-
ond purpose of the present work is to introduce the guiding center

http://dx.doi.org/10.1016/j.cpc.2014.07.004
0010-4655/© 2014 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.cpc.2014.07.004
http://www.elsevier.com/locate/cpc
http://www.elsevier.com/locate/cpc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cpc.2014.07.004&domain=pdf
mailto:evstati@mailaps.org
http://dx.doi.org/10.1016/j.cpc.2014.07.004


2852 E.G. Evstatiev / Computer Physics Communications 185 (2014) 2851–2858

equations ofmotion for finite size particles in a self-consistent, par-
ticles and fields numerical model. Since this is a variational formu-
lation, the energy conserving property is automatically preserved.

We conduct a brief discussion of related literature to help point
out certain novel aspects of our work. The early publication of Lee
and Okuda [12] presented a particle model based on drift-kinetic
electrons and fully-kinetic ions and used it to simulate the lin-
ear and non-linear stages of drift-wave instabilities. An important
advantage of such approach was the large reduction in the com-
putational cost due to the larger time step for pushing electrons;
another advantage was the ability to use realistic electron-to-ion
mass ratio. In a later publication, further computational efficiency
was targeted by using gyro-kinetic ions in addition to the drift-
kinetic electrons [13,14]. These models were further developed in
Refs. [15,16] and were used to study magnetic reconnection [17].
The review article byGarbet et al. [18] provides a summary of other
particle-based simulation efforts and available codes.

The main method followed by the above authors in obtaining
a finite DOF system, i.e., a numerical model, was to first time- or
gyro-phase average the fully-kinetic continuous equations to ob-
tain drift- or gyro-kinetic continuous equations and then apply spe-
cific spatial and timedescretizations. This is similar to the approach
used in the PIC method. In doing so, existing conservation laws in
the continuous system do not automatically transfer to the result-
ing numerical model. For example, the loss of energy conservation
is due to errors of order higher than the discretization accuracy. It is
known that nonphysical numerical artifacts occur in so-discretized
systems [19,20]. In contrast, our starting point is a finite DOF fully-
kinetic system, i.e., a reducedMaxwell–Vlasov systemdescribed by
finite-size particles and spatially discretized fields (with continu-
ous time). To this reduced system, we then apply a time-averaging
procedure to directly obtain a numerical model with finite-size
particles and spatially discretized fields in the drift kinetic approx-
imation (the gyro-kinetic approximation lies outside the scope of
the present work). All steps, including those leading to the reduced
fully-kinetic system and its time-averaging, are performed within
the Lagrangian framework, which permits to preserve to the fullest
the existing symmetries of the original continuous system; in par-
ticular, the energy-conserving property is preserved. Additional
conservation laws may be respected depending on the specifics
of the discretization [3]. In following this approach, we construct
discretization schemes, in which discretization errors cancel out
exactly to make the conservation of certain quantities possible.
The Lagrangian framework is not mandatory in deriving such dis-
cretizations, however alternatively, one would be faced with the
difficult task of tracking unbalanced errors and modifying dis-
cretizations to achieve the same effect.

The energy-conserving deficiency in the PIC model was ad-
dressed recently in two publications [21,22]. In addition, a novel
implicit technique was introduced that projects large computa-
tional advantage. Only fully-kinetic plasmas were addressed in
these works.

Recent variational finite-size particle formulations were re-
ported by several authors [23–26]. These models were restricted
to fully-kinetic electrostatic or electromagnetic plasmas. Another
difference with the present work is that these authors use time
and space discretized action vs. our use of continuous time and
spatially discretized Lagrangian; in fact, our keeping time contin-
uous is crucial in order to apply the time-averaging procedure
to the fully-kinetic Lagrangian equation (Appendix A). The equa-
tions of our formulation are most suited to time-explicit schemes
while those in the cited references result, as a rule, in time-implicit
schemes [27] (e.g., whenmagnetic field is included or when higher
than second order time integration is desired).

The rest of the paper is organized as follows. Section 2 describes
an alternative formulation of finite-size particle algorithms based

on the phase–space action. Section 3 describes the drift-kinetic
approximation of the phase space action and the drift-kinetic
numerical model. Section 4 provides numerical comparison
between the fully-kinetic and the drift-kinetic models. Section 5
discusses the results and concludes.

2. Phase space variational principle

Our starting point is the phase space Lagrangian density (or
simply Lagrangian) for the fully-kinetic system of particles and
fields in Coulomb gauge [9,10], reduced to a finite number of
degrees of freedom [3]:
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where Np is the number of simulation particles; wα is their com-
putational weight; m and q are the physical mass and charge of
the plasma species (we do not show explicitly a sum over par-
ticle species but such can be trivially added); ϵ0 and µ0 are the
permittivity and permeability of vacuum; ϕm and Am denote the
collection of grid (or nodal) values of the electric and magnetic
vector potential, respectively, on a three-dimensional grid with
m ≡ (mx,my,mz); the grid is assumed uniform with grid spac-
ings hx, hy, and hz ; sums in m,n range over all grid points; xα is
the computational particle’s coordinate and ẋα its time derivative;
vα is the particle’s velocity, which at this point is considered an
independent variable, i.e., unrelated to ẋα . The abbreviated nota-
tions ϕ(xα, t) and A(xα, t) have been used to denote interpolated
values of the electric and magnetic vector potential from the com-
putational grid to the particle location:

ϕ(xα, t) =


m

ρm(xα)ϕm(t), (2)

A(xα, t) =


m

ρm(xα)Am(t). (3)

ρm(xα) is a charge deposition rule of choice; ρm(xα) could either
be chosen from some of the well known rules in the particle-in-
cell method [1,2] or from the more general ones described in [3].
The operator ∇

2
mn denotes the appropriately discretized Laplacian

operator, e.g., by central differences. Additionally,we introduce the
following notation (which becomes apparent in deriving equations
(6)–(9)):
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. (5)

In the following part of the paper, where we do not show explic-
itly the arguments of field variables, we assume definitions similar
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