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Abstract

The authors describe a Fortran-90 program for empirical maximum likelihood kriging. More efficient estimates are

obtained by solving the estimation problem in the ‘Gaussian domain’ (i.e., using the normal scores of the experimental

data), where the simple kriging estimate is equivalent to the maximum likelihood estimate and to the conditional

expectation. The transform to normality is done using the empirical cumulative probability distribution function. A

Bayesian approach is adopted to ensure a conditionally unbiased estimate, which is obtained as the mean of the

posterior distribution. The posterior distribution also provides a complete specification of the probability of the

variable and thus provides the basis for a more realistic evaluation of uncertainty by various methods: inverting

Gaussian confidence intervals, confidence intervals measured from the posterior distribution, variance measured from

the posterior distribution or intervals obtained using the likelihood ratio statistic. A detailed case study is used to

demonstrate the use of the program.
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Keywords: Geostatistics; Linear kriging; Bayesian estimation; Maximum likelihood; Posterior distribution; Conditional unbiasedness

1. Introduction

Linear kriging (simple kriging, ordinary kriging and

universal kriging) is a well-known spatial estimator of

point and integral values that provides unbiased

estimates with minimum estimation variance. One

advantage of linear kriging is that, as it makes no

distributional assumptions, it is a distribution-free

estimator. The corresponding disadvantage is that it

delivers only an estimate and the associated estimation

variance. This is of no consequence when the experi-

mental data follow a multivariate Gaussian distribution

because the kriging estimator then coincides with the

conditional expectation, which is the most efficient

estimator available (linear or otherwise) Matheron

(1975), Papoulis (1984); Rivoirard (1994). For this

reason it has often been suggested that the original data

(original domain) are transformed to normal scores

(Gaussian domain) and the estimation is done in the

Gaussian domain before back-transforming the esti-

mates to the original domain. Whilst the transform of

the data to the Gaussian domain can be achieved by

using the empirical cumulative probability density

function, the back-transform of the estimates to the

original domain is more difficult as the inverse of the

transform of the data to the Gaussian domain does not
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generally ensure conditionally unbiased estimates, i.e., if

Y* is a minimum variance unbiased estimate in the

Gaussian domain and Z* is the estimate in the original

domain, conditional unbiasedness implies that (Chilès

and Delfiner, 1999):

EfZ�jY �g ¼ EfZjY �g: (1)

In general, however, conditional unbiasedness is not

achieved by deriving the estimator Z� from Y � by using

the inverse of the transform of the data to the Gaussian

domain, i.e.

Z� ¼ j�1ðY �Þ (2)

will be conditionally biased when jð:Þ is the transform of

the data to the Gaussian domain.

For a specified probability distribution a functional

transform of the data can be used and it is then possible,

in principle, to determine the back-transform of the

Gaussian estimates that yields conditionally unbiased

estimates in the original domain. For the lognormal

distribution, for example, conditionally unbiased esti-

mates are obtained by using the back-transformation:

Z� ¼ expðY � þ 1
2 s

2
SK Þ; (3)

which requires the estimation variance, s2SK ; of Y �;
which is provided by simple kriging and which is equal

to the variance of the conditional distribution in the

Gaussian domain (see, for example, Dowd, 1982).

Conditional unbiasedness guarantees that estimates

are unbiased in the original domain, which is ultimately

the domain of interest; the Gaussian domain is simply

an intermediate state for improving the efficiency of the

estimates.

As a rule in earth science applications, the multi-

variate distribution of the experimental data is un-

known. Even the marginal probability distribution,

inferred from the experimental histogram, is uncertain

and thus functional back-transforms, such as that in Eq.

(3), have questionable validity especially as most are

very sensitive to departures from the distributional

assumptions.

An approximation given by Chilès and Delfiner (1999)

is

Z� ¼ jðY �Þ þ 1
2
s2SKj

00ðY �Þ; (4)

where j00ðY �Þ is the second derivative of the Gaussian

transform of the data Y ¼ jðZÞ: The Gaussian trans-

form is, in general, unknown and even if it can be

estimated, the estimation of first and second derivatives

is much more unstable (unreliable). As an alternative, we

propose the method of empirical maximum likelihood

kriging (Pardo-Igúzquiza and Dowd, 2004).

2. Methodology

The approach proposed in this paper comprises the

following steps, as given in more detail in Pardo-

Igúzquiza and Dowd (2004):

� The original data are transformed to normal scores

using the empirical cumulative distribution function:

F̂ðzÞ ¼ P̂fZpzÞ ¼
@ðzipzÞ

n
; (5)

where @ðzipzÞ is the cardinal of the set ðzipzÞ; i.e., the
number of experimental values less than or equal to z. In

practice, the experimental data are sorted into increasing

order to provide the order statistics fzð1Þ; zð2Þ; . . . ; zðnÞg;
the function F̂ ðzÞ is then estimated at these values of

Z by

F̂ðzðiÞÞ ¼
i � 0:5

n
: (6)

The corresponding set of normal scores

fyð1Þ; yð2Þ; . . . ; yðnÞg is then given by

yðiÞ ¼ F�1ðF̂ ðzðiÞÞÞ; (7)

where F�1ð:Þ is the inverse of the standard cumulative

Gaussian distribution function.

For values that do not coincide with the experimental

data the normal score value is estimated by linear

interpolation:

y 2 ½yðiÞ; yðiþ1Þ�

) z ¼ zðiÞ þ
ðzðiþ1Þ � zðiÞÞ

ðyðiþ1Þ � yðiÞÞ
ðy � yðiÞÞ: ð8Þ

The tails of the transform, which lie outside the

Gaussian interval ½yð1Þ; yðnÞ� corresponding to the original

domain interval ½zð1Þ; zðnÞ�; must be modelled. This is

done by linear interpolation between the values ½yð0Þ; yð1Þ�

and ½yðnÞ; yðnþ1Þ�: The values yð0Þ and yðnþ1Þ are set to �6:0
and 6.0, respectively, and appropriate corresponding z-

values zð0Þ and zðnþ1Þ must be chosen. For a specific

application, chemical or physical constraints may

suggest appropriate values; for example, for an ore

grade, zð0Þ cannot take negative values. Values outside

the Gaussian interval ½�6:0; 6:0� are very unlikely and

thus the corresponding z-values should be such that

most of the probability of Z lies inside the range they

define. In general, the back-transformed values are not

very sensitive to these limits because the variability of

the estimated values is usually less than that of the

original data. It is, nevertheless, advisable to make an

informed choice of limit values; for example, Gaussian

tails suggest the values:

zð0Þ ¼ �6:0sz þ mz; (9)

zðnþ1Þ ¼ 6:0sz þ mz; (10)
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