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is often used to formulate data association problems. The nature of data association prob-
lems dictate that solution methods for the multidimensional assignment problem must
return results promptly, and work on large data sets. The contribution of this work is to
describe a Lagrangian relaxation based heuristic for the multi-dimensional assignment
Data association problem with decompo§able. cqsts that can be largely implemented .in a rn.ap—reduce
Multidimensional assignment problem framewo.rk .and thus easily dlsFrlbuted across a cluster pf computers. DlStl‘lbuiElOljl allows
Lagrangian heuristic the heuristic to address run time and large data requirements of data association. The
Map-reduce framework developed algorithm is tested on a synthesized dataset, and shown to achieve an optimal-
ity gap ranging from 0.00008% to 0.6% for dense (no filtering) problems having 10,000
observation. Distribution of the algorithm was found to offer a significant reduction in
run time on 30,000 observation problems for an 8 node computing cluster with 96 proces-
sors over a single node with 12 processors.
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1. Introduction

The problem of data association is to take information from multiple (noisy) data sources and identify any overlapping
information. Frequently, data sources describe entities, and in this case the task of data association is to decide when obser-
vations from different data sources are describing the same entity. Answering this question is advantageous since it allows
information from multiple sources to be combined into a more complete representation. In doing so, association is a neces-
sary step when working from many noisy observations of an environment.

An example of data association is the problem of multi-target tracking, or the partitioning of observations into tracks [20-
22]. Based on prior domain knowledge of the objects under observation, a process called “scoring” is employed to assign a
numerical score to how likely an observation belongs to a specific track. Given these scores, the multi-target tracking prob-
lem can be expressed as a multidimensional (K-dimensional) assignment problem which seeks to maximize the sum of with-
in-partition scores.

The K-dimensional assignment problem is known to be NP-Hard for K > 3 [20-22]. This work addresses a specific variant
of the multidimensional assignment problem where association scores are decomposable into pairwise scores [4,3,15].
Although it possesses some simplification properties, the multidimensional assignment problem with decomposable costs
is also NP-Hard [23]. A more in-depth discussion these two multidimensional assignment problem varieties will be given
in Section 2.
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These problems are commonly used to model multi-target tracking and entity resolution problems. In applications of
these problems, the number of objects to associate may be extremely large. The need for timely association on large data
has been at conflict with approaches firmly rooted in the theory of combinatorial optimization [20]. This has led to the devel-
opment of many metaheuristic algorithms, especially local search approaches [3,22], for multidimensional assignment.
While effective at producing acceptable solutions quickly, a criticism of many metaheuristic approaches is their lack of a
performance guarantee; applications of these algorithms risk ignorantly producing very poor solutions. In contrast to meta-
heuristics are methods that provide both upper and lower bounds, such as branch and bound or Lagrangian relaxation based
approaches.

One way of addressing a metaheuristic’s lack of an upper bound to the multidimensional assignment problem is to
compute one as necessary on the side [3]. A drawback to this approach is that there is no overlap between these two ef-
forts; time spent computing feasible solutions (lower bounds) by a metaheuristic does not help with computing an upper
bound.

The main contribution of this work is the development of a novel Lagrangian heuristic for the multidimensional assign-
ment problem with decomposable costs that can be distributed in a map-reduce framework. This directly addresses both the
run time and large data requirements of multidimensional assignment by allowing the work required for the subgradient
search procedure on this problem to be split across a large number of computers. More broadly, the approach adopted here
is applicable to a variety of Lagrangian relaxation based approaches that rely on both decomposition into subproblems and
the subgradient search method. To the authors’ knowledge, this is the first work to apply the map-reduce framework to the
solution of a Lagrangian relaxation. Distributed data association is not itself novel [14,8,18,19], however none of this work
directly addresses distribution of the multidimensional assignment problem as is addressed here.

Map-reduce is a popular framework for distributed computing based on two fundamental steps: a map step and a reduce
step [25,17,9]. This framework is especially appealing as it provides a simple interface that improves convenience and robust-
ness [9]. Map-reduce has become a standard of parallel computing. Many large organizations have deployed large computing
clusters for the purpose of running map-reduce algorithms [9,25,2], and because of this wide availability it is important to
investigate algorithms that can utilize map-reduce computing resources. The application of map-reduce to a
subgradient-optimization based Lagrangian heuristic may seem counterintuitive at first, since gradient descent methods
are widely recognized as a major class of problems poorly suited for map-reduce [16]. However, as will be discussed in
Section 5, specific properties of the Lagrangian heuristic presented here make it amenable to a map-reduce approach.

The remainder of this paper is organized as follows. Section 2 discusses the multidimensional assignment problem, the
multidimensional assignment problem with decomposable costs, and summarizes trade-offs between these formulations.
Section 3 describes a Lagrangian relaxation to the formulation for multidimensional assignment with decomposable costs,
and also describes the repairing step necessary to transform the Lagrangian relaxation solutions to be feasible to the mul-
tidimensional assignment problem with decomposable costs. The map-reduce framework is briefly described in Section 4.
Section 5 contains the main contribution of this work, where it is shown how the relaxation from Section 3 can be solved
in a map-reduce framework. This process is tested in Section 6, which contains a summary of the resulting algorithm’s per-
formance. Finally, Section 7 contains a description of possible future work and conclusions.

2. Problem formulation

This section discusses the multidimensional assignment problem for data association as expressed by an integer pro-
gramming formulation. This problem applies when K data sources each report on N objects that need to be partitioned into
groups by their true identities. For the remainder of this paper, it will be assumed that every data source in a problem will
contain the same number of observations, that the probability of detection is 1 and there are no false detections. This
assumption implies that each of the N objects appears exactly once in each of the K data sources, but this can be generalized
by introducing dummy objects. In each data source p € {1,...,K}, the individual observations are defined by ¢¥. Each ¢! rep-
resents an observation of some real world object, such as target i from scan p in a multi-target tracking example. The set of all
observations from source p is V, = {#], ..., 2} }. The set of all data sources is F = {V1,..., Vx}. A partition X; € X of observa-
tions is defined as a set of observations, one from each of the K data sources. Based on the observations, a reward r(X;) is
assigned for each partition. The multidimensional assignment problem is to select partitions with maximum reward so that
every observation is assigned to a partition and no two observations from the same data source appear in a given partition.
This problem is NP-Hard, and its formulation is more thoroughly discussed by [20,21,3].

One difficulty with the multidimensional assignment problem formulation is the large number of decision variables re-
quired. In an effort to reduce the quantity of decision variables, applications of data association commonly reduce the total
number of considered partitions through a process called “gating” where only the more highly scored tracks are kept [20].

In addition to gating, other approaches have been taken to improve the tractability of this problem. For instance, the re-
ward function r(X;) can be decomposed [4,3,15]. This paper is specifically interested in reward functions that are pairwise
decomposable by sum cost, which is the case when r(X;) is defined as in Eq. (1).
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