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a b s t r a c t

For the purpose of content-based image retrieval (CBIR), image classification is important to help improve
the retrieval accuracy and speed of the retrieval process. However, the CBIR systems that employ image
classification suffer from the problem of hidden classes. The queries associated with hidden classes can-
not be accurately answered using a traditional CBIR system. To address this problem, a robust CBIR
scheme is proposed that incorporates a novel query detection technique and a self-adaptive retrieval
strategy. A number of experiments carried out on the two popular image datasets demonstrate the effec-
tiveness of the proposed scheme.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Content-based image retrieval (CBIR) is an active research area.
The aim of various CBIR systems is to search images by analyzing
their content. Images are normally described by their low-level
features such as color, texture and shape [1,2]. In the literature, a
significant amount of research has been conducted relating to CBIR
[3,4]. However, the robustness of CBIR systems has not been suffi-
ciently investigated even though the topic of robustness has been
explored extensively in traditional information retrieval [5]. We
have already identified and addressed unclean queries as a prob-
lem of robustness [6], however in this paper, we will study the hid-
den class problem of CBIR systems employing image classification
as preprocessing.

The application of image classification techniques into a CBIR
system results in a user’s queries being answered with images in
predefined classes, thus helping to improve retrieval accuracy
and speed. However, in a large-scale image collection, some image
classes may be unseen [4]. We call these hidden classes as opposed
predefined classes. The existence of hidden classes severely affects
the retrieval accuracy of image classification based CBIR systems.
There are two approaches that can address the problem of robust-
ness. One approach is detecting hidden classes at the stage of pre-
processing in order to avoid the problem of hidden classes when
answering a query. The second approach is to take hidden classes
into account when answering a query because different retrieval

strategies can be adopted for different queries. We decided upon
the second approach because it is too difficult to detect hidden
classes during preprocessing without extra information.

Under the query-by-example (QBE) paradigm, there are three
problems that arise due to hidden classes. When considering hid-
den classes, a user’s queries can be divided into two categories; a
common query and a novel query. Fig. 1 illustrates a hidden class,
common query and novel query. A common query can be answered
using a predefined image class because relevant images of the
common query have been gathered in this class. A novel query is
associated with a hidden class and it cannot be answered using
any predefined image classes. The first problem is how to identify
whether a query is a common or novel query. This determination
will influence the retrieval strategy. The second problem is how
to predict a relevant predefined image class for a common query.
The third problem is how to perform image retrieval for a novel
query if it is not associated with any predefined image class. The
solutions to these problems will result in a new retrieval scheme
that can manage the problem of hidden classes.

In this paper, we aim to address the critical problem of hidden
classes in CBIR systems. Our major contributions are summarized
as follows.

� We propose a robust CBIR scheme that can incorporate multi-
image queries and a support vector machine (SVM) to effec-
tively deal with hidden classes.
� We develop a novel query detection technique to determine

whether a user’s query is a common or novel query, therefore
making it feasible to consider hidden classes in the retrieval
process.
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� We develop a self-adaptive retrieval strategy. For a common
query, a relevant predefined image class will be predicted and
the within images are ranked. For a novel query, a new method
is proposed to filter out the irrelevant images before image
ranking.

Finally, a number of experiments that were carried out on a Cor-
el image dataset and the NUS-WIDE-LITE dataset [23] demonstrate
the effectiveness of the proposed scheme. In particular, the
improvement on precision depends on the number of hidden clas-
ses, with over 10% achieved.

The remainder of this paper is organized as follows: Section 2
reviews related work. Section 3 presents the novel CBIR scheme
and discussion is provided in Section 4. In Section 5, the experi-
mental evaluation and results are reported and the conclusion to
this paper is presented in Section 6.

2. Related work

Image classification improves the accuracy and speed of a con-
tent based image retrieval (CBIR) system [4]. Images in a collection
can be categorized by supervised image classification using prede-
fined image classes. For a given query, the retrieval results of a
CBIR system are generated by first locating the most relevant im-
age followed by ranking the images within the class [7,4]. It should
be noted that image classification is not necessary for all CBIR sys-
tems. A CBIR system can be entirely based on similarity retrieval
without any classes. This paper focuses on CBIR systems which
perform classification first.

A significant amount of research has been undertaken with
the aim of improving the performance of image classification
[8]. One such approach has been to develop new image match-
ing methods and incorporate them into the training process of
a multiclass classifier. For instance, spatial pyramid matching
was proposed and incorporated into SVM for natural image clas-
sification [9]. Considering the trade-off between discriminative
power and invariance differing from task to task, a kernel

learning method was proposed in order to achieve different lev-
els of trade-off for image classification [10]. To perform object
localization, an efficient subwindow search method was pro-
posed [11] that can be combined with a spatial pyramid kernel
to improve the multiclass classifier. Another approach has been
to directly enhance a multiclass classifier by considering the
characteristics of real applications. For instance, a hybrid method
was proposed to combine the nearest neighbor classifier and the
support vector machine [12], thus helping to overcome several
problems of the two individual methods. A self-taught learning
method was proposed to use the unlabeled images randomly
downloaded from the Internet to improve the performance on
a specific image classification task [13]. In defense of the near-
est-neighbor (NN) based image classification, a naive-Bayes near-
est neighbor classifier was proposed to demonstrate the
effectiveness of non-parametric NN methods [14].

Certain scholarship has also addressed a similar problem of
unknown concepts in the semantic space. A combination scheme
of query by multi-example and semantic retrieval was proposed
to alleviate the influence of unknown concepts to semantic-
based image retrieval [15]. To bridge the gap between a limited
number of learned concept detectors and the full vocabulary a
user has, an automatic video retrieval method [16] was proposed
by building a set of machine learned concept detectors that were
enriched with semantic descriptions and semantic structure ob-
tained from WordNet. Other works have attempted to address
the unknown concepts related problems using image classifica-
tion. For example, a novel sparse graph based semi-supervised
learning approach was proposed [17] for harnessing the labeled
and unlabeled data simultaneously for the purpose of inferring
the images’ semantic concepts more accurately. To promote im-
age annotation performance, a correlative linear neighborhood
propagation method was proposed by adapting the hidden
semantic correlation into graph-based semi-supervised learning
[18]. Considering any ambiguous or unknown concepts in the
query, IntentSearch [19] was proposed as a simplified version
of active reranking to capture the user’s intention more accu-
rately. The user’s intention is defined by only one query image

Fig. 1. Illustration of the problem of hidden classes.
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