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Abstract

This paper presents an algorithm for modeling, tracking, and recognizing human faces
in video sequences within one integrated framework. Conventional video-based face recog-
nition systems have usually been embodied with two independent components: the tracking
and recognition modules. In contrast, our algorithm emphasizes an algorithmic architecture
that tightly couples these two components within a single framework. This is accomplished
through a novel appearance model which is utilized simultaneously by both modules, even
with their disparate requirements and functions. The complex nonlinear appearance mani-
fold of each registered person is partitioned into a collection of submanifolds where each
models the face appearances of the person in nearby poses. The submanifold is approxi-
mated by a low-dimensional linear subspace computed by principal component analysis
using images sampled from training video sequences. The connectivity between the subman-
ifolds is modeled as transition probabilities between pairs of submanifolds, and these are
learned directly from training video sequences. The integrated task of tracking and recog-
nition is formulated as a maximum a posteriori estimation problem. Within our frame-
work, the tracking and recognition modules are complementary to each other, and the
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capability and performance of one are enhanced by the other. Our approach contrasts
sharply with more rigid conventional approaches in which these two modules work inde-
pendently and in sequence. We report on a number of experiments and results that dem-
onstrate the robustness, effectiveness, and stability of our algorithm.
� 2005 Elsevier Inc. All rights reserved.
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1. Introduction

In the past few decades, there has been intensive research and great strides in
designing and developing algorithms for face recognition with still images. Only until
recently has the problem of face recognition with video sequences started to attract
the attention of the research community [1–4]. This can be partly attributed to the
recent advance in computer hardware. In particular, with low cost cameras and suf-
ficiently powerful personal computers, it is now possible to inexpensively implement
a real-time face tracking system (e.g. [5,6]) with good performance. This capability is
the prerequisite for developing real-time video face recognition applications.

Compared with conventional still image face recognition, video face recognition
offers several challenges and opportunity. First, there is the ‘‘alignment’’ problem be-
tween the tracking and the recognition modules. A video-based face recognition sys-
tem invariably has two components, i.e., tracking and recognition modules. Since
tracking and recognition problems have been studied intensively but separately in
the past, these two modules are usually implemented independently and work in se-
quence. Without any alignment between the two modules, the images returned by the
tracker generally are not be in good agreement with the appearance model used by
the recognition module,1 i.e., misaligned images. Unfortunately, virtually all appear-
ance-based recognition techniques are sensitive to misalignments. Therefore, some
mechanism should be in place to ensure that the images returned by the tracking
module can be correctly processed by the recognition module.

Second, there is the problem of modeling appearance variation of faces for both
the tracking and recognition modules. At the heart of any tracking or recognition
algorithm is an internal representation which defines the allowable variation in
appearances of the object to be tracked or recognized. Factors such as changes
of viewpoint, shape (deformations, articulations), and illumination, individually
or combined, can cause significant image variations in a dynamic environment.
(See Fig. 1). For appearance-based methods, some (if not all) of these image vari-
ations should be modeled in order to produce robust results. However, due to their
different missions, tracking and recognition modules generally place different
emphasis and requirement on their internal model or representation. For

1 In this paper, our main focus is on appearance (or image)-based recognition methods. For face
recognition, it has been argued [7,8] that feature-based techniques are generally less stable and accurate.
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