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Abstract

This paper describes the hardware implementation of a high complexity algorithm to esti-
mate the optical flow from image sequences in real time. Optical flow estimation from image
sequences has been for several years a mathematical process carried out by general purpose
processors in no real time. In this work, a specific architecture for this task has been developed
and tested with simulators of hardware description languages. This architecture can estimate
the optical flow in real time and can be constructed with FPGA or ASIC devices. This hard-
ware has many applications in fields like object recognition, image segmentation, autonomous
navigation, and security systems. The final system has been developed with hardware that
combines FPGA technology and discrete FIFO memories.
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Keywords: FPGA; Motion estimation; Optical flow; Image processing

* Corresponding author.
E-mail addresses: jtpmagoj@bi.ehu.es (J.L. Martin), jtpzuiza@bi.chu.es (A. Zuloaga), jtpcuvic@
bi.chu.es (C. Cuadrado), jtplaarj@bi.chu.es (J. Lazaro), jtpbipeu@bi.echu.es (U. Bidarte).

1077-3142/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.cviu.2004.10.002


mailto:jtpmagoj@bi.ehu.es 
mailto:jtpzuiza@bi.ehu.es 
mailto:jtpcuvic@ 
mailto:jtplaarj@bi.ehu.es 
mailto:jtpbipeu@bi.ehu.es 

J.L. Martin et al. | Computer Vision and Image Understanding 98 (2005) 462—490 463
1. Introduction

The artificial vision is the main method of environment capture for further pro-
cessing in artificial intelligence applications. In artificial vision two different and
complementary aspects are taken into account. On one hand, the theoretic analysis
of image processing methods oriented to extract information from scene, and, on the
other hand, the availability of electronic circuits capable of carrying out those pro-
cessing tasks with enough performance. The amount of information contained in
images is very large, and to extract and to analyze that information by electronic
means has a lot of applications. Until relatively few years ago, the technology only
allowed us to process static images, but nowadays with the development of faster
electronic devices and more complex processors, it is possible to extract information
from image sequences.

The information contained in image sequences is larger than that contained in sta-
tic images, since the former also provides information on the motion and the relative
three-dimensional position of the objects. The extraction of that information not
only requires better electronic devices, but also new ways of using them [1]. However,
until now, satisfactory information extraction from image sequences in real time can-
not be considered a goal fully achieved.

Usually image sequence processing is accomplished in high speed general purpose
processors, but until now, the time involved to process image sequences in flows of
25 or 30 frames per second was very large. However, the use of new integrated cir-
cuits technologies, new smart algorithms, and new hardware design tools has made it
possible to develop circuits to process image sequences in real time as previous stages
in image analysis.

A key task to extract information from image sequences is to determine the move-
ment of the objects in the scene. To do this, different algorithms have been proposed.
Each author includes some improvements or new ways of calculating the movement
of the objects in an image sequence. In most of the cases, it is necessary to obtain the
optical flow of the image sequence. Optical flow is defined as the apparent motion of
brightness pattern in an image sequence [22]. It can be considered as an approxima-
tion of motion field of each pixel in the image. Usually, optical flow estimation is car-
ried out using spatio-temporal gradient algorithms [23,48,31,54]. These algorithms
work by determining the spatial and temporal bright changes (gradients) of the im-
age gray pattern, and estimating the optical flow from these parameters. This method
is based on the fact that object movement produces changes in brightness.

The goal of this work is to design an optical flow estimator in real time for appli-
cations of motion estimation in image sequences. The optical flow estimator has been
designed using the hardware description language VHDL to permit test and migra-
tion between technologies. The estimator has been simulated in a platform designed
to test image sequences processing systems. Finally, it has been implemented with
FPGAs to validate the results in real devices.

For the purpose of this work, real time means that the system can process video
images at standard black and white TV rates. In digital terms, this rates can be defined
as 256 x 256 pixel images in 256 levels of gray (8 bits) flowing at 60 images per second.
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