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In this paper, we propose a face-hallucination method, namely face hallucination based on sparse local-
pixel structure. In our framework, a high resolution (HR) face is estimated from a single frame low
resolution (LR) face with the help of the facial dataset. Unlike many existing face-hallucination methods
such as the from local-pixel structure to global image super-resolution method (LPS-GIS) and the super-
resolution through neighbor embedding, where the prior models are learned by employing the least-
square methods, our framework aims to shape the prior model using sparse representation. Then this
learned prior model is employed to guide the reconstruction process. Experiments show that our
framework is very flexible, and achieves a competitive or even superior performance in terms of both
reconstruction error and visual quality. Our method still exhibits an impressive ability to generate
plausible HR facial images based on their sparse local structures.

© 2013 The Authors. Published by Elsevier Ltd. All rights reserved.

1. Introduction

The idea of super-resolution (SR) was first presented by Tsai
and Huang [1], and significant progress has been made with it over
the last few decades. Since SR is an ill-posed problem, prior
constraints are necessary to attain a good performance. Based on
the different approaches to attaining these prior constraints, SR
methods can be broadly classified into two categories: one is the
conventional approach, which is also widely known as multi-
image SR [2-5] or regularization-based SR, and which reconstructs
a HR image from a sequence of LR images of the same scene. These
algorithms mainly employ regularization models to solve the ill-
posed image SR, and use smooth constraints as the prior con-
straints, which are defined artificially. The other approach
is single-frame SR [6-11], which is also called learning-based SR

Abbreviations: SR, super resolution; HR, high resolution; LR, low resolution; PSNR,
peak signal to noise ratio; SSIM, Structural Similarity Index; SRM, sparse repre-
sentation models; NARM, nonlocal autoregressive model
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or example-based SR. These methods generate a HR image from
a single LR image with the information learned from a set of LR-
HR training image pairs. These algorithms attain the prior con-
straints between the HR images and the corresponding LR images
through a learning process. Many example-based or learning-
based algorithms [6-16] have been proposed in the field of image
processing. Also in SR, Qiu [13] and Baker and Kanade [17] have
demonstrated that the smooth prior constraints used in many
regularization-based methods will become less effective at solving
the SR problem as the zooming factor increases, while example-
based approaches have the potential to overcome this problem
using advances in machine learning and computer vision. In this
paper, we focus on the single-image SR problem.

Fig. 1 shows a general framework of example-based SR: the
input LR image is first interpolated, using the conventional meth-
ods, to the size of the target HR image, and the input interpolated LR
image — a blurry image lack of high-frequency information — is
then used as the initial estimation of the target HR. The input LR
image is also divided into either overlapping or non-overlapping
image patch, and the example-based framework will use the image
patches to find out the most matched examples by searching a
training dataset of LR-HR image pairs. The selected HR examples
are then employed to learn the HR information as the prior
constraints. Finally, the learned HR information and the input
interpolated image are combined to evaluate the target HR image.

The idea of face hallucination was first proposed by Baker and
Kanade [18], and it was then used for SR problems in [8,11,16,19].
Example-based face hallucination is a subcategory of the
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Fig. 1. A general framework of example-based SR methods.

framework shown in Fig. 1, and it is also a specific and important
category of image SR. In [20], Liang conducted a good survey of face
hallucination, and summarized the existing face-hallucination meth-
ods into two approaches: namely global similarity and local simi-
larity. The theoretical backgrounds and practical results of the
existing face-hallucination techniques and algorithms are compared.
Based on the comparison results, the strengths and weaknesses of
each algorithm are summarized, which forms a base for proposing
an effective method to hallucinate mis-aligned face images.

In [16], Liu et al. argued that a successful face-hallucination
algorithm should meet the following three constraints:

1. Sanity constraint: the target HR image should be very close to
the input LR image when smoothed and down-sampled.

2. Global constraint: the target HR image should have the common
characteristics of human faces, e.g., possessing a mouth and a
nose, being symmetrical, etc.

3. Local constraint: the target HR image should have the specific
characteristics of the original LR face image, with photorealistic
local features.

Furthermore, a two-step approach was developed for face
hallucination, in which a Bayesian formulation and a nonpara-
metric Markov network are employed to deal with face hallucina-
tion. Of all the various methods for face hallucination, Hu et al. [11]
first learned local-pixel structures from the most matched exam-
ple images explicitly, which are then used directly as reconstruc-
tion priors. A three-stage face-hallucination framework was
proposed in [11], which is called Local-Pixel Structure to Global
Image Super-Resolution (LPS-GIS). In Stage 1, k pairs of example
faces which have a similar pixel structure to the input LR face are
selected from a training dataset using k-Nearest Neighbors (KNN).
They are then subjected to warping using optical flow, so that the
corresponding target HR image can be reconstructed more accu-
rately. In Stage 2, the LPS-GIS method learns the face structures,
which are represented as coefficients using a standard Gaussian
function; the learned coefficients are updated according to the
warped errors. In Stage 3, LPS-GIS constrains the revised face
structures, namely the revised coefficients to the input LR face, and
then reconstructs the target HR image using an iterative method.

Unlike the abovementioned methods, we propose a face-
hallucination framework which utilizes the sparse local-pixel
structure as the prior model in the reconstruction of HR faces.
The use of sparse local-pixel structure allows our method to
reconstruct the details in HR faces flexibly. Furthermore, the global
structure of faces is also considered, which enables the proposed
method to produce plausible facial components.

As for the organization of this paper, Section 2 gives a brief
introduction to the theory of sparse representation and its recent
applications to super-resolution. Section 3 provides a detailed intro-
duction to a concept called ‘local-pixel structure with sparsity’. The
details of our proposed framework are presented in Section 4. Section
5 presents the experiments and an evaluation of the proposed
framework. Finally, the concluding remarks are given in Section 6.

2. Related works on super-resolution with sparse
representation

Single-image super-resolution produces a reconstructed HR
image from an input LR image using the prior knowledge learned
from a set of LR-HR training image pairs, and the reconstructed HR
image should be consistent with the LR input. An observed model
between a HR image and its corresponding LR counterpart is given
as follows:

I = I,HS(r)+N, 1)

where I; and I, denote the LR and HR images, respectively; H
represents a blurring filter; S(r) is a down-sampling operator with
a scaling factor of r in the horizontal and vertical dimensions; and
N is a noise vector, such as the Gaussian white noise. Here, we will
focus on the situation whereby the blur kernel is the Dirac delta
function as [11,44], i.e. H is the identity matrix. Thus, Eq. (1) can be
rewritten as follows:

I, =I,HS(r)+N. 2)

Therefore, the purpose of SR is to recover as much of the information
lost in the down-sampling process as possible. Since the reconstruc-
tion process still remains ill-posed, different priors can be used to
guide and constrain the reconstruction results. In recent years, the
sparse representation model (SRM) has been used as the prior model,
and has shown promising results in image super-resolution.

Sparse representation of a signal is based on the assumption
that most or all signals can be represented as a linear combination
of a small number of elementary signals only, called atoms, from
an overcomplete dictionary. Compared with other conventional
methods, sparse representation can usually offer a better perfor-
mance, with its capacity for efficient signal modeling [21]. The
sparse representation of signals has already been applied in many
fields, such as object recognition [22,23], text categorization [24],
signal classification [21], etc.

In the sparse representation, a common formulation of the
problem of finding the sparse representation of a signal using an
overcomplete dictionary is described as follows:

@p= min ||®|lp, S.t. w=Aw, 3)
where A is an M x N matrix whose columns are the elements of the
overcomplete dictionary, with M <N, and y e R"*! is an observa-
tional signal. The purpose of sparse representation is to find an
N x 1 coefficient vector o, which is considered to be a sparse vector,
i.e. most of its entries are zeros, except for those elements in the
overcomplete dictionary A which are associated with the observa-
tional signal y. Solving the sparsest solution for (3) has been found
to be NP-hard, and it is even difficult to approximate [25]. However,
some recent results [26,27] indicate that if the vector w in (3) is
sparse enough, then the problem can be solved efficiently by
minimizing the #;-norm instead, as follows:

@1 = min |lw||;, st w=Aw. 4)

In fact, as long as the number of nonzero components in wg is a
small fraction of the dimension M, the #;-norm can replace and
recover the Zp-norm efficiently [22]. In addition, the optimization
problem of the #;-norm can be solved in polynomial time [28,29].
However, in real applications, the data in the dictionary A are, in
general, noisy. This will lead to the result whereby the sparse
representation of an observational signal, in terms of the training
data in A, may not be accurate. In order to deal with the problem,
(4) can be relaxed to a modified form as follows:

@1 = min ||o||;, St |ly—Aw|<e (5)
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