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Abstract

This article presents an overview of Probabilistic Automata (PA) and discrete Hidden Markov Models (HMMs), and aims
at clarifying the links between them. The first part of this work concentrates on probability distributions generated by these
models. Necessary and sufficient conditions for an automaton to define a probabilistic language are detailed. It is proved
that probabilistic deterministic automata (PDFA) form a proper subclass of probabilistic non-deterministic automata (PNFA).
Two families of equivalent models are described next. On one hand, HMMs and PNFA with no final probabilities generate
distributions over complete finite prefix-free sets. On the other hand, HMMs with final probabilities and probabilistic automata
generate distributions over strings of finite length. The second part of this article presents several learning models, which
formalize the problem of PA induction or, equivalently, the problem of HMM topology induction and parameter estimation.
These learning models include the PAC and identification with probability 1 frameworks. Links with Bayesian learning are
also discussed. The last part of this article presents an overview of induction algorithms for PA or HMMs using state merging,
state splitting, parameter pruning and error-correcting techniques.
© 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction some prior knowledge of the application domain. In some
cases however, attempts are made to induce automatically
Hidden Markov Models (HMMs) are widely used inmany  the model structure from training data. The learning prob-
pattern recognition areas, including applications to speech lem combines then structural induction and parameter esti-
recognition[1-4], biological sequence modelir§,6], in- mation.
formation extraction[7] and optical character recognition Grammar Induction, also known as Grammatical Infer-
[8], to name a few. In many of these cases, the model struc- ence, is a collection of techniques for learning grammars
ture, also referred to as topology, is defined according to from training datg9-12] Early works on grammar induc-
tion already covered learning techniques for probabilistic
(or stochastit) grammars[13—16] Probabilistic regular
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are equivalent to certain types of probabilistic automata
(PA), for which several induction techniques have been pro-
posed[17-22]

This article presents an overview of probabilistic automata
and discrete HMMs, and aims at clarifying the links between
them. These links allow to apply induction techniques and
learnability results developed in one formalism to the other.

The first part of this work (Sections 2 and 3) concentrates
on probability distributions generated by PA and HMMs.
Necessary and sufficient conditions for an automaton to de
fine a probabilistic language are detailed. The distinction
between probabilistic deterministic automata (PDFA) and
probabilistic non-deterministic automata (PNFA) is intro-
duced. This distinction matters for the learning problem as
it is proved in Section 3 that PDFA form a proper subclass
of PNFA. Two families of equivalent models are described
next. On one hand, HMMs and PNFA with no final probabil-
ities generate distributions over complete finite prefix-free
sets. On the other hand, HMMs with final probabilities and
probabilistic automata generate distributions over strings of
finite length.

The second part of this article (Sections 4 and 5) presents
several learning models. Learning a probabilistic automaton
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probabilistic automata. The main result of Section 2.3 is the
Proposition 2 which establishes the necessary and sufficient
conditions for a semi-probabilistic automaton to be proba-
bilistic, that is, to define a distribution on words (or strings).
Probabilistic automata considered in the present work can
be considered as a representation of probabilistic regular
grammars (see e.f§lL6]). The notions of probabilistic non-
deterministic versus deterministic automata are introduced
next. This distinction matters, as demonstrated in Section 3,
for the class of distributions generated by the latter form a
proper subclass of the class of distributions generated by the
former. Section 2.4 concentrates on probabilistic automata
with no final probabilities and details the type of distribu-
tions they generate. Hidden Markov Models are described
in Section 2.5.

2.1. Probabilistic languages

2.1.1. Notations

2 denotes a finitealphabet 2* (respectively>>°) de-
notes the set of words of finite (respectively infinite) length
over X. For any wordu € X*, uX* (respectivelyuX®)

aims, in a broad sense, at inducing an automaton generatingde“9t93 the set of finite (respectively infinite) words with
a distribution 7 from a sample drawn according to some Prefix u. e denotes theempty wordand |«| the length of

unknown target distributioR. The distribution? forms the
learned hypothesis that approximates the target. The pur-
pose of a learning model is to formalize the notion of learn-
ing when a specific quality measure defines the distance be-
tweenP and P. We discuss adaptations of the PAC learning
and identification in the limit frameworks to the learning
of probabilistic automata. Links with Bayesian learning are
also discussed. A learning model includes a learning proto-
col specifying the prior knowledge given to the learner, the
required quality of the proposed hypothesis, and, possibly,
some bounds on the computational complexity of the learn-

a word u. For anyn € N, 3" (respectively><") de-
notes the set of words of length (respectively less or
equal ton).

Definition 1. Let X be a finite alphabet, semi-distribution
over X* is a function 2* — [0,1] satisfying
ZueZ* ) <1

Definition 2. Thesupporth C X* of the semi-distribution
Y is the languagd., = {u € X*|i)(u) > O}.

ing process. Once a learning model has been defined, the

question of what can be learned by any algorithm follow-

Definition 3. A distribution or probabilistic languagey

ing the learning protocol, can be addressed. Several learningover 2* is a semi-distribution such th@tf, c s+ ¥ (u) = 1.

results are presented in this context in Section 5.

The last part of this article (Section 6) presents an
overview of induction algorithms for PA or HMMs. State
merging is a generalization technique starting from an
initial model fitting perfectly a given learning sample. An
opposite approach is state splitting where a very general
model is progressively specialized to best fit the training
data. Structural induction can also be embedded into param-
eter estimation combined with parameter pruning. Finally,
error-correcting techniques greedily adapt an initial struc-
ture by minimizing some edition costs to best incorporate
new samples.

2. Probabilistic languages, automata and HMMs

Probabilistic languages are defined in Section 2.1. We dis-
cuss in Section 2.2 various equivalent definitions of semi-

2.2. Semi-probabilistic automata

Definition 4. A semi-probabilistic automatén (semi-PA)

is a 5-tuple(X, Q, ¢, 1, 7) whereZX is a finite alphabetQ

is a finite set of states) : O x X x Q — [0, 1] is a map-
ping defining the transition probability function,: 0 —

[0, 1] is a mapping defining the initial probability of each
state, andr : 0 — [0, 1] is a mapping defining the final
probability of each state. The following constraints must

23uch an automaton is called a semi-PA and not a PA as it
defines a semi-distribution (see Corollary 1). The supplementary
conditions to be satisfied to define a distribution are detailed in
Definition 9.
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