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Abstract

This paper addresses the issue of automatic selection of the best and the optimum number of representative views for each
object in a database that can enable the accurate recognition of that object from any single arbitrary view of the object. The
object boundary in each view is represented by its curvature scale space (CSS) image. The CSS representation has been
selected for MPEG-7 standardisation as a contour shape descriptor.

The paper also presents a novel method for fusion of results from combined shape descriptors. The utilisation of this method
for multi-view three-dimensional (3-D) object recognition has been explored. The object boundary of each view is represented
effectively using the CSS technique, moment invariants and Fourier descriptors. It has been shown that the results obtained
from the fusion method are superior to the results obtained from any single technique.

The method has been tested on a collection of free-form 3-D objects. Each object has been modelled using an optimal
number of silhouette contours obtained from different viewpoints. This number varies depending on the complexity of the
object and the measure of expected accuracy. A comprehensive analysis of the performance of the system has been given.
� 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

There are two major methods of data acquisition in three-
dimensional (3-D) object recognition. In laser-based sys-
tems, range data is produced which essentially records the
distances between the camera and different points of the ob-
ject. In image-based systems, a CCD camera is used to pro-
duce two-dimensional (2-D) images from the object. In both
methods, the 3-D object is finally represented by a num-
ber of features extracted either from the range data or from
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2-D images. While range data provides more accurate infor-
mation about the surface of the 3-D object, laser-based sys-
tems are more expensive and the related recognition meth-
ods are more time-consuming. The computational cost of a
method has recently become much more important in search
and retrieval from large databases. Although hierarchical
methods, and different indexing techniques have been in-
troduced to narrow down the search space in such applica-
tions, the need for rapid matching methods to find the best
matches among the remaining candidates still exists.

A large number of 3-D object representation methods
have been introduced in the object recognition literature.
Note that in this paper we are only interested in repre-
sentation techniques which are intended for use in object
recognition. They can be categorised based on the type of
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descriptors they compute to represent the 3-D object. It
should also be mentioned that some methods impose restric-
tions on the classes of geometric objects that can be handled.

The aspect graph is a viewer-centred representation of
a 3-D object that enumerates all the topologically distinct
views of that object. Constructing an aspect graph requires
partitioning the viewpoint space into view-equivalent cells
by a number of visual event surfaces[1–4]. However, con-
struction of an aspect graph representation for a free-form
object is in general complex and computationally intensive.
Furthermore, topologically equivalent views of a 3-D ob-
ject may still appear different from each other which would
make robust recognition difficult. In[5], parallel lines and
ellipses are used to describe different viewpoints of an ob-
ject. A strategy is suggested to recognise an object from an
unknown viewpoint. The method is based on earlier works
by Brooks[6] which has been modified later on by others
[7,8]. In Ref. [9], a model is established from a large num-
ber of viewpoints taken from a video sequence. The input
of the system is also a video sequence of an unknown ob-
ject. The system first builds a 2-D representation of the ob-
ject. If the representation matches one of the objects of the
database, it is modified based on new information extracted
from the new sequence. Otherwise the object is recognised
as a new one and its representation is stored. The number
of views may be reduced with further preprocessing[10].
Representation with multiple views and recognition using
a single view was also proposed in Ref.[11]. The number
of viewpoints used to represent a complex object was down
from about 2000 in Ref.[9] to 20–30 as reported in Ref.
[11]. Shape[12,13]and colour[14] features have also been
used in 3-D object representation.

Multi-view representations have not yet successfully dealt
with the following issues[15]:

• What is the optimal number of views?
• How to select the optimal views?

In this article, we propose a method for automatic selec-
tion of optimal views of an object starting from a set of
greyscale images of that object corresponding to as many
different views of the object as possible. In order to rep-
resent an object efficiently, we eliminate similar views and
select a relatively small number of views using an optimisa-
tion algorithm[16]. The goal of this representation method
is subsequent recognition of the objects under consideration.
The number of views used to represent each object varies
from 5 to 25 depending on the complexity of the object and
the measure of expected accuracy. To identify an unknown
object from a single viewpoint, its representation is matched
with all images of the database and the best matches are
retrieved and displayed.

In order to represent each view of the object, we need
a contour shape descriptor. Since the camera is allowed to
change its viewpoint with respect to the object, the result-
ing boundary of the object may be deformed. The defor-

mation can be approximated by affine transformation and
therefore the descriptor must be affine invariant. A num-
ber of shape representations have been proposed to recog-
nise shapes even under affine transformation. Some of them
are the extensions of well-known methods such as Fourier
descriptors[17] and moment invariants[18,19]. Affine in-
variant scale space is introduced in Ref.[20]. It gener-
alises the definition of curvature to introduceaffine curva-
ture. This is a curve evolution method which is proved to
have similar properties as curvature evolution[21,22], as
well as being affine-invariant. However, an explicit shape
representation has yet to be introduced based on the theory
of affine-invariant scale space[23]. The prospective shape
representation might be computationally complex as the def-
inition of affine curvature involves higher order derivatives.
A number of shape representation techniques are based on
level-set methods[24,25] and volumetric diffusion[26].
These representations suffer from inefficiency and lack of
robustness with respect to occlusion. Other techniques based
on curve evolution[27] are more suitable for applications
other than shape representations.

In our system, each view of an object is represented by the
locations of the maxima of its curvature scale space (CSS)
image. The representation has already been used to represent
shapes of boundaries in similarity retrieval applications[28]
and proved to be robust under general affine transforms[29].
It has also been selected for MPEG-7 standardisation as a
contour shape descriptor.

In this paper we also explore the fusion of results from
combined shape descriptors for automatic selection of op-
timal views in multi-view 3-D object recognition. In both
view selection and recognition stages, the results of three
different descriptors are combined to achieve the best perfor-
mance. Since each descriptor captures some features of the
contour, a combination of well-selected shape descriptors
will result in better representation of the silhouette as well as
the 3-D object. For example, while CSS descriptor captures
local features of the shape, Fourier descriptors and moment
invariants convey more information about the global fea-
tures of a shape. Our optimal view selection method is inde-
pendent of shape descriptors. In fact, it can also be used to
select optimal views based on other features such as colour
and texture. Using each shape descriptor, the view selection
method returns a set of views. These sets are combined at
the next stage to find the final set of optimal views. To iden-
tify an unknown object from a single viewpoint, its com-
bined representation is matched with the representations of
all objects in the database and the best matches are retrieved
and displayed. In our experiments with a collection of 15
toy aircrafts of different shapes, we observed that the results
obtained from the fusion method are superior to the results
obtained from any single technique.

The following is the organisation of the remainder of
this paper. In Section 2, the CSS image is reviewed and
CSS matching is briefly explained. Fourier descriptors
and moment invariants are also reviewed in this section.
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