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Abstract

We propose an uncorrelated heteroscedastic LDA (UHLDA) technique, which extends the uncorrelated LDA (ULDA)
technique by integrating the weighted pairwise Chernoff criterion. The UHLDA can extract discriminatory information present
in both the differences between per class means and the differences between per class covariance matrices. Meanwhile, the
extracted feature components are statistically uncorrelated the maximum number of which exceeds the limitation of the ULDA.
Experimental results demonstrate the promising performance of our proposed technique compared with the ULDA.
� 2004 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

In statistical pattern recognition, linear dimensionality re-
duction (LDR) techniques are widely applied to reduce the
complexity of the statistical model and often result in the
improved classification accuracy in the transformed lower-
dimensional space. Fisher’s linear discriminant analysis
(LDA) is one of the most popular supervized linear dimen-
sionality reduction techniques, which tries to find an optimal
set of discriminant vectorsW = [�1, . . . , �d ] by maximiz-
ing the Fisher criterion:JF (W) = |WTSbW|/|WTSwW|.
Here,Sb andSw are the between-class scatter matrix and
average within-class scatter matrix of the training sample
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group, respectively, which can be estimated as follows:

Sb =
C∑

i=1

Pi(mi −m)(mi − m)T

=
C−1∑
i=1

C∑
j=i+1

PiPj (mi − mj )(mi −mj )T and

Sw =
C∑

i=1

PiSi , (1)

whereC, Pi,mi ,m andSi represent the total number of
pattern classes, a priori probability of pattern class�i , the
mean vector of class�i , the mean vector of all training sam-
ples and the covariance matrix of class�i , respectively. The
between-class scatter matrixSb can be expressed by both
the original definition and its equivalent pairwise decompo-
sition form [1].
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Uncorrelated features are usually desirable in pattern
recognition tasks because an uncorrelated feature set is
likely to contain more discriminatory information than a
correlated one of the same dimension. Recently, Jin et al.[2]
proposed the uncorrelated LDA technique (ULDA), which
can obtain discriminant vectors by maximizing the Fisher
criterion under the constraints that the extracted feature
components are statistically uncorrelated, i.e. the derived
discriminant vectors are subject to theSt -orthogonal con-
straints:�iSt�j = 0, ∀i 	= j, i, j = 1, . . . , d. Yang et al.[4]
also demonstrated that ideal discriminant vectors should not
only correspond to maximal Fisher criterion values but also
correspond to minimal correlations between the extracted
feature components. Therefore, the ULDA can yield a set
of discriminant vectors with better discriminating power as
shown experimentally in Refs.[2,4].

However, the ULDA technique still suffers from some
deficiencies: firstly, it is incapable of dealing with het-
eroscedastic data in a proper way due to the implicit
assumption that the covariance matrices for all the classes
are equal. Hence, the derived discriminant vectors by the
ULDA can merely attempt to separate the class means as
much as possible while ignoring the discriminatory infor-
mation present in the differences between the per class
covariance matrices. This fact leads to the upper bound of
the number of discriminant vectors extracted by ULDA to
be limited toC − 1 as proven in Ref.[2]. Secondly, from
the equivalent pairwise decomposition expression of the
Sb matrix, we can easily find that the class pair with large
distance between them in the original feature space are
overemphasized in the pairwiseSb formula, which results
in the obtained transformation attempting to preserve the
distances of already well separated classes while causing
larger overlap between pairs of classes that are not well
separated in the original feature space. Consequently, the
discriminant directions that may well separate the neighbor-
ing classes in the original feature space cannot be obtained
by the ULDA if there are some classes far away and well
separated from some other classes. In this paper, we propose
an uncorrelated heteroscedastic LDA (UHLDA) technique
based on the weighted pairwise Chernoff criterion, which
can successfully solve the above problems.

2. Uncorrelated heteroscedastic LDA technique

2.1. ULDA technique

Suppose thatSb andU are positive semi-definite matri-
ces andSw is a positive definite matrix. The first ULDA
discriminant vector, denoted by�1, is calculated as the
eigenvector corresponding to the maximal eigenvalue of
the eigenequationSb� = �Sw�. Suppose thati eigenvec-
tors �1, �2, . . . , �i , i �1, have been obtained. The(i +
1)th ULDA discriminant vector�i+1, which maximizes the
Fisher criterion functionJF (W) with St -orthogonal con-

straints, is the eigenvector corresponding to the maximum
eigenvalue of the eigenequation:USb� = �Sw�, where

U=I−StDT(DStS−1
w StDT)−1DStS−1

w , D= [�1�2 . . . �i ]
and I is the identity matrix.

2.2. UHLDA based on the weighted pairwise Chernoff
criterion

Although the set of discriminant vectors obtained by the
ULDA technique can ensure the transformed feature com-
ponents to be uncorrelated, which may significantly favor
the subsequent pattern recognition tasks, these discriminant
vectors set are actually not optimal due to the deficiencies
described in introduction. Here, we introduce the multi-
class Chernoff criterion functionJC(W) into the ULDA,
which can be regarded as the heteroscedastic extension of the
Fisher criterionJF (W). The Chernoff criterion-based LDA
solution was derived by Loog[1] and its efficiency has been
experimentally demonstrated. However, the incorporation of
the Chernoff criterion within the ULDA framework can en-
sure the discriminatory information in both class means’
differences and class covariance matrices’ differences to be
extracted while the transformed feature components are sta-
tistically uncorrelated. The multi-class Chernoff criterion is
defined as:JC(W)=|WTSCW|/|WTSwW|, where positive
semi-definiteSc is the multi-class directed distance matrix
that captures the summation of Chernoff distances between
different class pairs and is defined by

Sc =
C∑

i=1

C∑
j=i+1

PiPjS
ij
C

=
C−1∑
i=1

C∑
j=i+1

PiPjS
1/2
w ((S−1/2

w SijS
−1/2
w )−1/2

× S−1/2
w (mi −mj )(mi −mj )TS−1/2

w (S−1/2
w

× SijS
−1/2
w )−1/2

+ 1

�i�j
(log(S−1/2

w SijS
−1/2
w )−�i log(S−1/2

w SiS
−1/2
w )

− �j log(S−1/2
w SjS

−1/2
w )))S1/2

w , (2)

where�i =Pi/(Pi +Pj ) and�j =Pj /(Pi +Pj ) are relative
a priori taking into account two classes that define the par-

ticular pairwise term.Sij
C

andSij are the pairwise directed
distance matrix between classesi and j and the average
pairwise within-class scatter matrix defined as�iSi +�jSj .
Si andSj are the covariance matrices of classesi and j ,
respectively. The detailed derivation is presented in Ref.[1].

From Eq. (2), we notice that, inSc, all class pairs have
same weights irrespective of their separability in the original
space, which may possibly yield bad discriminant directions
favoring originally well-separated class pairs. In order to
avoid this problem, we introduce a weighting factorwij (d

c
ij )
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