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a b s t r a c t

In this paper, a novel and robust tracking method based on efficient manifold ranking is proposed. For
tracking, tracked results are taken as labeled nodes while candidate samples are taken as unlabeled
nodes. The goal of tracking is to search the unlabeled sample that is the most relevant to the existing
labeled nodes. Therefore, visual tracking is regarded as a ranking problem in which the relevance
between an object appearance model and candidate samples is predicted by the manifold ranking
algorithm. Due to the outstanding ability of the manifold ranking algorithm in discovering the
underlying geometrical structure of a given image database, our tracker is more robust to overcome
tracking drift. Meanwhile, we adopt non-adaptive random projections to preserve the structure of
original image space, and a very sparse measurement matrix is used to efficiently extract low-
dimensional compressive features for object representation. Furthermore, spatial context is used to
improve the robustness to appearance variations. Experimental results on some challenging video
sequences show that the proposed algorithm outperforms seven state-of-the-art methods in terms of
accuracy and robustness.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Visual tracking is a long standing research topic due to its wide
range of applications such as behavior analysis, activity recogni-
tion, video surveillance, and human–computer interaction [1,2].
Although it has had a significant progress in the past decades,
developing an efficient and robust tracking algorithm is still a
challenging problem due to numerous factors such as partial
occlusion, illumination variation, pose change, abrupt motion,
and background clutter. These factors can lead to wrong associa-
tion, and result in drift and even failure in tracking.

The main tracking algorithms can be categorized two classes:
generative [3–6] and discriminative methods [7–13].

Generative methods focus on searching for the regions which
are the most similar to the tracked targets with minimal recon-
struction errors of tracking. Adaptive models including the WSL
tracker [3] and IVT method [14] have been proposed to handle
appearance variation. Recently, sparse representation methods
have been used to represent an object by a set of trivial target
templates and trivial templates [6,15] to deal with partial

occlusion, pose variation and so on. Therefore, it is critical to
construct an effective appearance model in order to handle various
challenging factors. Furthermore, generative methods discard
useful information surrounding target regions that can be
exploited to better separate objects from backgrounds.

Discriminative methods treat tracking as a classification pro-
blem that distinguishes the tracked targets from the surrounding
backgrounds. A tracking technique called tracking by detection has
been shown to have promising results in real-time. This approach
trains a discriminative classifier online to separate an object from
its background. Collins et al. [7] selected discriminative features
online to improve the tracking performance. Boosting method has
been used for object tracking through combining weak classifiers
to establish a strong classifier to select discriminative features, and
some online boosting feature selection methods have been pro-
posed for object tracking [8,16]. Babenko et al. [9] proposed a
novel online MIL algorithm that achieved superior results with
real-time performance for object tracking. An efficient tracking
algorithm based on compressive sensing theories was proposed by
Zhang et al. [10]. It uses low dimensional features randomly
extracted from high dimensional multi-scale image features in
the foreground and background, and it achieves better tracking
performance than other methods in terms of robustness and
speed. Moreover, although some efficient feature extraction tech-
niques have been proposed for visual tracking [8,10,12], there
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often exist a large number of samples from which features need to
be extracted for classification, thereby entailing computationally
expensive operations [9].

The above tracking methods have shown promising perfor-
mance. However, they have some shortcomings. Firstly, although
the goal of a generative method is to learn an object appearance
model, an effective searching algorithm and an effective measur-
ing method to match candidate samples to an object model are
difficult to obtain. Secondly, background varies broadly during a
tracking process, so it is difficult to achieve the aim of a dis-
criminative method to distinguish a target region from a compli-
cated background when the target looks similar to its background.
Therefore, it is very difficult to construct a discriminative object
representation. Thirdly, feature selection is of crucial importance
for generating an effective appearance model. However, approaches
using a large amount of features make the computational load very
heavy. Therefore, the computational complexity of tracking methods
is rather high, and this limits the real-time applications of these
methods.

Graph-based ranking algorithms have been widely applied to
information retrieval and have proved to have excellent perfor-
mance and feasibility on a variety of data types [17–19]. The
manifold ranking algorithm first constructs a weighted graph by
considering each data node as a vertex. The ranking score of the
query is iteratively propagated to nearby node via a weighted
graph. Finally, nodes will be ranked according to the ranking
scores, in which a larger score indicates higher relevance. In this
paper, we develop a novel and robust tracking method based on
manifold ranking, which regards tracking as a ranking problem. As
shown in Fig. 1, we mark the tracked results as labeled nodes,
while candidate samples are regarded as unlabeled nodes. The
tracking objective is to estimate the corresponding likelihood that
is determined by the relevance between the queries and all
candidate samples. We use a manifold structure to measure the
relevance between a model and samples, and in our method low-
dimensional compressive features can efficiently compress fea-
tures of foreground objects and their background. Experimental
results on some challenging video sequences are demonstrated to
show the effectiveness and robustness of the proposed model and
algorithm in comparison with seven state-of the-art tracking
methods.

The main contributions of this paper are as follows:

1. A novel visual tracking method based on graph-manifold
ranking is proposed.

2. An efficient manifold ranking algorithm is adopted. It can
reconstruct graph efficiently in each tracking round and reduce
the computation complexity.

3. Low-dimensional compressive features of an image are extracted
by a very sparse measurement matrix for object representation.
This matrix preserves the structure of the image and discriminates
objects from their cluttered background effectively.

4. Our method exploits both temporal and spatial context infor-
mation, and it is robust to appearance variations caused by
abrupt motion, occlusion and background clutters.

5. Experimental results show that the proposed algorithm out-
performs seven state-of-the-art methods in terms of accuracy
and robustness.

This is an extension of our paper showing preliminary results in
[20]. The rest of this paper is organized as follows. The graph-
manifold ranking algorithm, the efficient manifold ranking algo-
rithm and low-dimensional compressive features are described in
Section 2. Details of our proposed method based on an efficient
manifold ranking with low-dimensional compressive features are
demonstrated in Section 3. Experimental results are shown and
analyzed in Section 4. The conclusion is presented in Section 5.

2. Preliminaries

2.1. Graph-based manifold ranking

Manifold ranking (MR), a graph-based ranking algorithm, has
been widely applied in information retrieval and shown to have
excellent performance and feasibility on a variety of data types
[17,18]. The manifold ranking method is described as follows:
given a query node, the remaining unlabeled nodes are ranked
based on their relevance to the given query. The goal is to learn a
ranking function to define the relevance between unlabeled nodes
and this query [18,19].

In [19,21], a ranking method that exploits the intrinsic manifold
structure of data for graph labelling is proposed. Given a data set
X ¼ fx1; x2;…; xngARm�n, where m is the dimension of feature
vector and n is the number of data in the data set, some data
points are labelled queries and the rest need to be ranked
according to their relevance to the queries. Let f : X-Rn denote
a ranking function which assigns a ranking value ri to each point xi,
and r be a column vector defined by r¼ ½r1; r2;…; rn�T . Let
y¼ ½y1; y2;…; yn�T denote an indication vector, in which yi¼1 if xi
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Fig. 1. Basic flow of our tracking algorithm. A graph is established combining labeled nodes (tracked results) and unlabeled nodes (candidate samples), and ranking scores
represent the relevance between the object model and candidate samples.
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