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Switching class labels to generate classification ensembles
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Abstract

Ensembles that combine the decisions of classifiers generated by using perturbed versions of the training set where the
classes of the training examples are randomly switched can produce a significant error reduction, provided that large numbers
of units and high class switching rates are used. The classifiers generated by this procedure have statistically uncorrelated
errors in the training set. Hence, the ensembles they form exhibit a similar dependence of the training error on ensemble size,
independently of the classification problem. In particular, for binary classification problems, the classification performance
of the ensemble on the training data can be analysed in terms of a Bernoulli process. Experiments on several UCI datasets
demonstrate the improvements in classification accuracy that can be obtained using these class-switching ensembles.
� 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Classification methods based on pooling the decisions of
an ensemble of classifiers have demonstrated great potential
for improvement in many regression and classification prob-
lems [1–15]. To produce a reduction of the error rate, the
classifiers generated must perform well on the proposed task
and yet be sufficiently diverse. In order to achieve this diver-
sity, ensemble algorithms introduce some systematic varia-
tion into the learning task, either by perturbing the training
data or by taking advantage of instabilities in the learning
algorithm.
One of the common procedures to generate classifier en-

sembles is bagging[3] (Bootstrap sampling and aggrega-
tion). In bagging, diversity is obtained by constructing each
classifier in the ensemble with a different set of labelled ex-
amples, which is obtained from the original training set by
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re-sampling with replacement. Bagging then combines the
decisions of the classifiers using unweighted voting. Bag-
ging is believed to improve the performance of single clas-
sifiers mainly by reducing the variance error[4]. Breiman
categorises bagging decision trees as a particular instance
of random forestclassification techniques[12]. A random
forest is a tree-based ensemble that uses some kind of in-
dependent randomisation in the construction of every in-
dividual classifier. Many variants of bagging and random
forests with excellent classification performance have been
developed: In Ref.[9] trees in the ensemble are grown by
randomly selecting among the best partitions at every tree
node. In double-bagging[13] two classifiers are grown in
each iteration by making use of theout-of-bagexamples
[16]. Attribute-bagging[14] selects a random subset of at-
tributes at every iteration. IPG-ensembles[15] use different
random partitions of the training data as input for the it-
erative growing and pruning tree construction algorithm of
Gelfand et al.[17].
Another common algorithm for generating ensembles is

boosting[1]. In boosting, the committee members are se-
quentially generated using weighted training data. Initially
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all example weights are equal to 1. At each iteration of the
boosting process these weights are updated according to the
classification given by the last committeemember generated:
weights of incorrectly classified examples are increased and
weights of correctly classified ones are decreased. In this
way the base learner focuses on the harder examples. This
entails a reduction both in bias and variance[10].A weighted
vote is used to make the final class assignment. Boosting
has demonstrated to be one of the most effective methods
for constructing ensembles[2,7,9].
In this article we present a variant of the output flipping

ensembles proposed by Breiman in Ref.[18], that belongs
to the category of random forests. In Breiman’s work, each
classifier in the ensemble is generated using the original
training set with randomised class labels: The class label
of each example is switched according to a probability that
depends on an overall switching rate (defined as the propor-
tion of training examples that are switched on average) and
on the proportions of the different class labels in the orig-
inal training set. The switching probabilities are chosen to
maintain the class distribution of the original training set.
Error rates similar or better than bagging are reported by
using ensembles with 100 classifiers.
In this article we show that still lower error rates can be

achieved with ensembles generated by class switching pro-
vided that we use fairly large ensembles (≈ 1000 classi-
fiers) and relatively high class switching rates. In contrast
to Ref. [18], we do not require that the original class dis-
tribution be maintained in the perturbed training data. This
makes it possible to use larger values of the switching rate
in unbalanced datasets. Larger values of the switching rate
are sometimes needed to get better classification accuracy.
The paper is organised as follows: Section 2 introduces

the algorithm for generating the ensemble by switching the
class labels of the training examples. Section 3 describes a
simple experiment that is used to analyse in detail the clas-
sification strategy of the proposed ensemble. The classifica-
tion performance of the class switching ensemble algorithm
is compared to that of Breiman’s flipping ensemble algo-
rithm, bagging and boosting in 15 datasets. Some of these
problems are synthetic and some are real-world (taken from
the UCI repository[19]). Finally, the conclusions of this re-
search are summarised.

2. Switching outputs

In Ref. [18], Breiman proposes to generate diverse clas-
sifiers by randomly switching the class labels of the training
dataset according to the transition matrix

Pj←i = wPj for i �= j ,

Pi←i = 1− w(1− Pi), (1)

wherePj←i is the probability that an example with label
i gets the labelj, Pi is the proportion of elements of class

i in the training set, andw is proportional to the switching
rate (average fraction of switched examples),p

w = p

1−∑
j P 2

j

= p

2
∑

j

∑
k>jPjPk

. (2)

This form of the transition matrix, Eq. (1), is chosen to
maintain the class proportions approximately constant.
In order for thismethod to work, the value of the switching

rate p should be small enough to ensure that the training
error tends to zero as the size of the ensemble grows. In a
binary classification problem, the condition is

p < Pmin, (3)

wherePmin is the proportion of examples that belong to
the minority class. Inequality (3) ensures that, on average,
the fraction of switched examples in the minority class is
smaller than12. Switching rate values over this limit would
flip the class label of more than half of the minority class
examples. Hence, the minority feature space regions would
be flooded with examples labelled as the majority class and
consequently these regions would be classified incorrectly
by the ensemble.
In this work we propose to generate ensembles of clas-

sifiers using different perturbed versions of the training set.
In each perturbed set, a fixed fractionp of examples of the
original training data is selected at random. The class label
of each of these examples is randomly switched to a dif-
ferent one. This defines the following transition probability
matrix:

Pj←i = p/(K − 1) for i �= j ,

Pi←i = 1− p, (4)

whereK is the number of classes. This label switching pro-
cedure produces training sets whose class distribution is usu-
ally different from that of the original training data. In fact,
the class distribution of the perturbed set tends to equalise
with increasingp for the unbalanced sets.
In order to guarantee the convergence of the ensemble

in the training set there should be, for any given class, a
majority of correctly labelled examples (i.e. not switched).
This condition is fulfilled on the training set (on average) if
Pj←i < Pi←i and according to Eq. (4) we have

p < (K − 1)/K (5)

independently of the initial class distribution. Following this
equation we define the maximum value ofp:

pmax= (K − 1)/K. (6)

It is also convenient to define the ratio of the class switching
probability to its maximum value

p̂ = p/pmax. (7)

Thus, for unbalanced datasets, the proposed method in-
creases the range of allowed values ofp, with respect to the
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