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Abstract

Consider a model-based decision support system (DSS) where all the variables involved are binary, each taking on 0 or 1.

The system categorizes the probability that a certain variable is equal to 1 conditional on a set of variables in an ascending order

of the probability values and predicts for the variable in terms of category levels. Under the condition that all the variables are

positively associated with each other, it is shown in this paper that the category levels are robust to the probability values. This

robustness is illustrated by a simulated experiment using a variety of model structures where a set of probability values is

proposed for a robust classification. A robust classification method is proposed as an alternative when exact or satisfactory

probability values are not available.
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1. Introduction and motivation

One of the most significant trends over the past 20

years has been the evolution from individual stand-

alone computers to the highly interconnected telecom-

munication network environment of today. This net-

work environment has enhanced availability of

decision support systems (DSSs) to a very large

number of users, allowing more rapid exchange of

information among the users [14]. Shim et al. [16]

point to the importance of model-based DSSs as a

powerful tool for decision aid in the web-based

information sharing environment. Classification is a

form of decision making under a certain loss structure

[4], and DSSs for these purposes are in general model-

based (see, for example, Refs. [11,17,18]).

Although model-based DSSs are preferred due to,

among others, consistency in decision-making and due

to time-efficiency in model evaluation and modifica-

tion, they are of no use unless they are ready when

needed. Constructing a model may take time if a

number of random variables are involved in the model

and the model structure is not simple. Suppose that a

group of users want model-based classifications from a

web-based DSS soon after the information about the

model structure and a corresponding data set is

uploaded. We may not have enough time to go through

the full model-building procedure to serve the users.

However, we may be able to make reasonable model-

based classifications not from a model which is totally

based on data but from a model which is based on data
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in part and satisfies some condition that will be de-

scribed in Section 2. We will show in this paper that the

classification from the latter model is robust under that

condition. We will consider student diagnosis in edu-

cation as a running example of the classification

problem and will elaborate below on the problem in

the context of educational testing. Of course, the

problem domain can be extended to other classification

problems.

In educational testing, test results are used for

guessing students’ knowledge states. The need for

better understanding of knowledge states calls for

statistical technologies for linking performance out-

comes to knowledge states [13]. Some of the technol-

ogies are used in the form of graphical models [19]

whose model structures are represented in graphs,

each of which consists of vertices and edges. The

vertices represent random variables and the edges

associative or causal relationships among the varia-

bles. The edges are directed if the relationships

between the variables can be interpreted as causal

and not directed otherwise. Since the relationship

between abilities or knowledge units (KUs) is causal

or hierarchical and the relationship between task

performance and knowledge is causal, we will con-

sider graphical models whose model structures are

represented in the form of a Bayesian network [7,15].

We will call the graphical model of knowledge

states and task performance a task performance mod-

el. All the variables considered in this paper are

binary. The outcome of the task performance is

classified as success (1) or failure (0) and the knowl-

edge state good enough (1) or poor (0) for a given set

of test items. If a student possesses a good enough

knowledge for a test item, he or she has a high

probability of a successful answer; otherwise, the

probability will be low. When we diagnose a student’s

knowledge state based on his or her test result, a best

way is using the conditional probability that a certain

KU is in a good enough state given his or her test

result. A statistical technique for computing the con-

ditional probability is what is called evidence propa-

gation [12] and computer programs such as HUGIN

[1] and ERGO [5] are available for the computing.

In reality, building a task performance model is, in

most cases, time-consuming and the quality of the

probability estimates for the model may often be

unsatisfactory. However, if we are interested in diag-

nosing a student’s knowledge state in terms of class

levels rather than the conditional probability, this

concern may be safely resolved. As an example in

this line of work, Kim [9] developed a task perfor-

mance model [13] based on a test data set from a

Mathematics test for a group of the 7th grade students

and diagnosed the students for nine cognitive attrib-

utes or KUs. The diagnosis was carried out by

classifying the students into one of five levels of the

knowledge state for each KU. About 76% of the

students said that the model-based diagnosis was

helpful in their catch-up efforts. Of course, the test

quality must be good enough for a successful diag-

nosis, and if the diagnosis is served sooner after the

test, we can expect the better effect of the diagnosis.

In this paper, we are interested in a classification

problem where the class levels are in accordance with

the rank order of the probability values of a random

variable. Thus, we have only to deal with relative

magnitudes of the probability. This leads us to the

notion of stochastic ordering which, incorporated with

the rank-based classification, will play an important role

in addressing the issue of robustness in classification. It

is anticipated that the level of robustness varies accord-

ing to the model structure. In order to see a possible

range of the robustness in classification, a simulation

experiment is carried out over a variety of models.

This paper is organized in four sections. Section 2

presents theorems showing that positive association

among a set of binary variables preserves a stochastic

ordering among the conditional probabilities of the

binary variables. This result is carried over to Section

3 in the form of a simulated experiment in an effort to

fathom the robustness of classification which is made

based on the ordering of the conditional probabilities

of an interested variable for a given data set. The

simulation result shows a very high level of robust-

ness when the variables are positively associated.

Section 4 concludes the paper with a brief guideline

of the proposed robust classification method.

2. Positive association and order preservation

All the variables considered in this paper are

binary, taking on 0 or 1. We will use U for unobserv-

able variables and X for observable variables. In

educational testing, U may be regarded as a random
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