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Abstract

Benchmarks are the vital tools in the performance measurement, evaluation, and comparison of relational database

management systems (RDBMS). Standard benchmarks such as the TP1, TPC-A, TPC-B, TPC-C, TPC-D, TPC-H, TPC-R,

TPC-W, Wisconsin, and AS3AP benchmarks have been used to assess the performance of relational database management

systems. These benchmarks are synthetic and domain-specific. Test results from these benchmarks are estimates of possible

system performance for certain pre-determined application types. Database system performance on actual database domain may

vary significantly from those in the standard benchmarks. In this paper, we describe a new benchmark method that is computer-

assisted and developed from the perspective of the user’s requirements.
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1. Introduction

A database benchmark is a standard set of execut-

able instructions that are used to measure and compare

the relative and quantitative performance of two or

more database management systems through the exe-

cution of controlled experiments. Benchmark data such

as throughput, jobs per time unit, and the inverse

measure, response time, time per job unit, and other

independent measures such as price performance ratio,

equivalent database size, and Web interactions per

second serve to predict and profile the system perfor-

mance. It in turn assists a variety of user groups to make

a decision on the system procurement, the capacity

planning, and the bottleneck detection [11,26–28].

Database benchmarks comprise test databases and

test workloads. They can be synthetic or empirical.

Synthetic benchmarks emulate typical applications in a

pre-determined problem domain and create a

corresponding synthetic workload. Empirical bench-

marks utilize real data and tests and re-invent the actual

database applications. Though real workloads are ideal

tests for systems, the costs of implementation of the

actual environments usually outweigh the benefits

provided by empirical benchmarks. Synthetic bench-
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marks are therefore the common approach chosen by

vendors and users. However, current synthetic bench-

marks are mostly domain pre-determined. Reproduc-

tion of test results is not guaranteed and variation can

occur at the actual user settings. As Refs. [7,8,11,25]

pointed out in their works that, although standard and

synthetic benchmarks model typical applications, there

is no proven way to assess the representative degree of

the typical applications. Users must be aware that test

results may not be reproduced in their environment.

Users are advised to revise and re-execute these

experiments. Standard benchmark results are rough

estimates and only serve the purpose of relative

comparison. Simulated workload varies and domain

changes. The degree of variation depends on the

approximation of the workloads in the real environ-

ments to those defined in the standard synthetic bench-

marks. No interpolation of standard results is

recommended. Refs. [10,12,18,29,30] also point out

in their works that the use of pre-determined workloads

is the root of the structural inadequacy of synthetic

benchmarks. Domain dependency and application

bound deters the further enhancement of synthetic

benchmark. And, the structural deficiency causes the

irreproduced and irrepresentative performance results.

At present, standard benchmarks consist of:

� The TP1 benchmark [1,17], the TPC-A, and TPC-

B benchmarks [19–21] are on-line transaction

processing (OLTP) benchmarks simulating one

bank transaction type, later retired by TPC in 1995.
� The TPC-C benchmark is a complex OLTP

benchmark emulating order entry and inventory

control transactions in a production environment to

replace TPC-A and TPC-B benchmarks [15,16,21].
� The TPC-D benchmark, later revised and replaced

by the TPC-H and TPC-R benchmarks, is a

complex on-line analytic processing (OLAP)

benchmark simulating decision support systems

(DSS) transactions [22–24].
� The TPC-W benchmark is the latest TPC official

benchmark and an electronic commerce (EC)

benchmark to model the Internet bookstore trans-

actional workloads [25].
� The Wisconsin benchmark is a relational query

benchmark [2–6].
� The AS3AP benchmark is a complex mixed

workload benchmark [18,26–28].

These are standard relational database management

systems (RDBMS) benchmarks. They use synthetic,

domain-specific, and simulational workloads. They

provide relative measurement and evaluation of sys-

tem performance from pre-set profile. The key draw-

back is when the user domain differs from the

standard domain and when the application workload

deviates with the test workload, they cannot reflect the

differences and changes in their design. Test results

vary at user’s domain and mislead user’s decision.

In this research, we tackle the issue by proposing a

domain-independent and application-independent

synthetic workload model that is developed from the

perspective of the user’s requirements. This synthetic

benchmark method differs from the current standard

benchmarks in several aspects. First, it is a computer-

assisted synthetic benchmark environment where the

benchmark development is automated as much as we

can. It is a benchmark to be perceived as a workload

formulation process of requirements representation,

transformation, and generation in an automated man-

ner. We adopt the concept of requirements analysis to

be the carrier to capture and compile user’s require-

ments. The adoption is accomplished via the frame-

work development from workload characterization.

Data model, transaction model, and control model

compose the carrier framework. Data analysis, trans-

action analysis, and control analysis apply the concept

of requirements analysis. In specific, a high-level

specification language, a translator of the language,

and a set of generators are created to compose test

databases and test transactions. User-friendly factor is

the key concern to be a cost-effective design. Users

enter their workload characteristics via commands,

selects, and fill-ins. Translator automatically parses

and produces the workload generation codes. Embed-

ded SQL scripts and high-level programming state-

ments are turned out. Test driver and result collector

work with database generator and transaction gener-

ator to make test databases and issue database trans-

actions against the system under test. In this study, we

have conducted several benchmark experiments to

test the method. We select the TPC-A, Wisconsin,

AS3AP, and TPC-C benchmarks as our standard test

cases in the first set of experiments. We create a more

generalized and extended case in the second set of

experiments to show the generality of our method.

Experimental results including the produced workload
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