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Abstract

Noise-robust speech recognition has become an important area of research in recent years. In current speech rec-

ognition systems, the Mel-frequency cepstrum coefficients (MFCCs) are used as recognition features. When the

speech signal is corrupted by narrow-band noise, the entire MFCC feature vector gets corrupted and it is not possible

to exploit the frequency-selective property of the noise signal to make the recognition system robust. Recently, a

number of sub-band speech recognition approaches have been proposed in the literature, where the full-band power

spectrum is divided into several sub-bands and then the sub-bands are combined depending on their reliability. In

conventional sub-band approaches the reliability can only be set experimentally or estimated during training proce-

dures, which may not match the observed data and often causes degradation of performance. We propose a novel

sub-band approach, where frequency sub-bands are multiplied with weighting factors and then combined and con-

verted to cepstra, which have proven to be more robust than both full-band and conventional sub-band cepstra in

our experiments. Furthermore, the weighting factors can be estimated by using maximum likelihood adaptation

approaches in order to minimize the mismatch between trained models and observed features. We evaluated our

methods on AURORA2 and Resource Management tasks and obtained consistent performance improvement on

both tasks.
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1. Introduction

It is well known that current ASR systems don�t
work as well as humans. Existing recognizers

are extremely sensitive to channel variability and
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additive background noise and require careful

preprocessing. However, humans are able to

achieve excellent recognition accuracy in these

cases. Fletcher and his colleagues (Fletcher, 1953;

Allen, 1994) suggested that in human auditory per-
ception, the linguistic message gets decoded inde-

pendently in different frequency sub-bands and

the final decoding decision is based on merging

the decisions from the sub-bands. Some other

experiments studied human performance on fil-

tered (low-pass, high-pass, band-pass and band-

reject filtered) speech, in order to gain a better

understanding of human speech perception or to
find the contribution of different parts of the

speech spectrum for perception. Miller and Niely

(1955) showed that humans can achieve high rec-

ognition rates for narrow-band speech signals.

Kryter (1960) showed that humans can combine

the perception coming from narrow sub-bands to

enhance intelligibility. Riener et al. (1992) and

Warren et al. (1995) showed that high intelligibility
can be maintained for band-pass filtered speech

signals. They also concluded that humans possess

processing mechanisms that are able to employ

limited spectral regions that can enhance compre-

hension under difficult listening conditions. Lipp-

mann (1996) showed that humans can recognize

speech signals produced by severe band-reject fil-

tering. The results discussed above show that hu-
mans can recognize speech signals with limited

spectral cues and can easily integrate acoustic cues

from different frequency regions for speech per-

ception.

Noise-robust speech recognition has become

an important area of research in recent years. In

current speech recognition systems, the Mel-fre-

quency cepstrum coefficients (MFCCs) are used
as recognition features. When the speech signal is

corrupted by narrow-band noise, the entire MFCC

feature vector gets corrupted and it is not possible

to exploit the frequency-selective property of the

noise signal to make the recognition system ro-

bust. Recently, a number of sub-band speech rec-

ognition approaches have been proposed in the

literature, where the full-band power spectrum is
divided into several sub-bands and then the sub-

bands are combined depending on their reliability.

In conventional sub-band approaches the reliabil-

ity can only be set experimentally or estimated

during training procedures, which may not match

the observed data and often causes degradation of

performance.

Two modes of sub-band approaches have been
proposed: parallel sub-band (PSB) and concate-

nating sub-band (CSB) (Hermansky et al., 1996;

Bourlard and Dupont, 1996, 1997; Tibrewala and

Hermansky, 1997; Cerisara et al., 1998, 2000;

Okawa et al., 1998; Paliwal and Chen, 2000). In

both modes, features are extracted from the sub-

band spectra independently. If the cepstrum is

used as the feature, the extraction procedure is as
follows: firstly, the frequency spectrum of the

speech signal is divided into sub-bands; secondly,

for each sub-band, the spectrum is converted to

a cepstrum. There are several free parameters in

the procedure, e.g., the number of sub-bands and

the frequency boundaries of the sub-bands. They

can be adjusted to appropriate values for given

tasks (Tibrewala and Hermansky, 1997). For the
PSB, the sub-band features are modeled indepen-

dently, and the likelihood scores of the sub-bands

are combined at some segmental levels (phonemes,

words and sentences, etc.). Results showed that the

PSB can improve the recognition performance for

speech signals corrupted by band-limited noises

(Bourlard and Dupont, 1997), but may exhibit

poorer performance when the additive back-
ground noise has wide bands (Tibrewala and Her-

mansky, 1997). An issue for the PSB is the

sub-band recombination. Mainly, three methods

have been studied for it. The first is the weighted

average method (Bourlard and Dupont, 1996,

1997; Cerisara et al., 1998; Okawa et al., 1998).

It produces the overall probability based on an

arithmetic or geometric average of the sub-band
probabilities. The contribution of each sub-band

is weighted by its local signal-to-noise ratio

(SNR), or by its reliability. The second is the neu-

ral network approach (Hermansky et al., 1996;

Tibrewala and Hermansky, 1997). Multi-layer per-

ceptions (MLPs) may be trained to merge the sub-

band probabilities to estimate the probability of all

possible combinations of the sub-bands. The third
is the full combination. The probabilities of differ-

ent combinations of different sub-bands are com-

bined using a linear method, with each weight
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