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Abstract

We show that there exists an explicit descriptor state space format which actually describes all strictly passive transfer
functions. A key advantage of this explicitly strictly passive descriptor state space format resides in its relation with congruence
projection-based reduced order modeling, where the resulting reduced order model is also cast in this same format. Another
advantage of the format is that it allows for a simple construction of strictly passive random systems generators.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction

For time-invariant linear dynamical systems, strict
passivity guarantees stability and the possibility of
synthesis of the transfer function by means of a lossy
physical network of resistors, capacitors, inductors and
transformers[1]. It is well-known that strict passivity
is equivalent with the strict positive reality of the sys-
tem’s transfer function[3]. Hence the strict passivity of
a linear system can be checked by determiningwhether
its transfer function is strictly positive real, and this in
turn, by the well-known Kalman–Yakubovich–Popov
positive-real lemma, implies testing the solvability of
certain linear matrix inequalities (LMIs). It is known
[3] that there are explicit solutions to LMI problems
for only a few very special cases. However, they can
be solved numerically by interior point methods.
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In this paper we tackle the strictly positive real prob-
lem in another fashion. We show that there exists an
explicit descriptor state space format involving posi-
tive definite matrices, which actually describes all
strictly positive real transfer functions. One of themain
advantages of this explicitly strictly passive descrip-
tor state space format resides in its connection with
congruence projection-based reduced order modeling,
where the resulting reduced order model is cast direc-
tly in the same strictly passive state space format. An-
other advantage is that it allows for a simple construc-
tion of a strictly passive random systems generator.

2. Main results

In what followsXT andXH, respectively, denote the
transpose and Hermitian transpose of a matrixX, and
Im denotes the identity matrix of dimensionm. For two
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Hermitian matricesX andY , the matrix inequalities
X >Y or X�Y mean thatX − Y is, respectively,
positive definite or positive semidefinite. For the real
system with minimal realization

ẋ = Ax + Bu, (1)

y = LTx + Du, (2)

whereB �= 0 andL �= 0 aren × p real matrices and
A is a n × n real matrix, to be strictly passive (also
called strictly positive real), it is required that thep×p

transfer function

H(s) = LT(sIn − A)−1B + D (3)

is analytic in the open right halfplaneR[s]>0, such
that

H(i�) + H(i�)H��Ip ∀� ∈ R (4)

for some�>0. This naturally implies that all the poles
of H(s) must be located in the open left halfplane
R[s]<0, or stated otherwise:A must be stable, i.e.
R[Sp(A)]<0.
Note that, from requirement (4), it is readily seen

that adding a constantp × p matrix D0 to a merely
passiveH(s) results in a strictly passive transfer func-
tion H(s) + D0 if and only if D0 + DT

0 >0. Before
proving our main result we need the following

Lemma. Let

M =
[
M11 M12
MT

12 M22

]
(5)

be a(n + p) × (n + p) symmetric matrix partitioned
in its n × n, n × p, p × n, p × p blocks. ThenM >0
if and only if there exists an × n nonsingular matrix
Q and an × p matrix W such that

M11= QQT,

M12 = QW ,

M22>WTW . (6)

Proof. LetQandWsatisfy (6). ThenM can be written
as

M =
[

Q 0
WT Ip

] [
In 0
0 M22 − WTW

] [
QT W

0 Ip

]
.

(7)

SinceM22−WTW >0, the matrixM is a congruence
of a positive definite matrix and hence itself positive
definite.
Conversely, ifM >0 thenM11>0 and hence has a

Cholesky factorizationM11= QQT. Now, withW =
Q−1M12 it is evident that (7) is a block Cholesky
factorization ofM and henceM22 − WTW >0 must
hold. �

Theorem 1. Let system(1)–(2)with transfer function

H(s) = LT(sIn − A)−1B + D (8)

be strictly passive(and hence stable).Then there exists
a n × n matrix P = P T >0, a n × n matrix G such
thatG+GT >0 and an×p matrix R such thatH(s)

can be written as

H(s) = LT(sP + G)−1R + 1
2(L − R)T(G + GT)−1

× (L − R) + D1, D1 + DT
1 >0. (9)

Conversely, let P = P T >0 and G such thatG +
GT >0. Then the system with transfer function(9) is
strictly passive.

Proof.

• Direct part of the theorem: It is known [3] that re-
quirement (4) is satisfied if and only if there exists
an×n symmetric matrixP =P T >0 satisfying the
LMI

[
ATP + PA PB − L

BTP − LT −D − DT

]
<0. (10)

By the Lemma, this is equivalent with findingP , a
n × n nonsingular matrixQ and an × p matrixW
such that

ATP + PA = −QQT <0, (11)

PB − L = −QW , (12)

D + DT >WTW �0. (13)

After eliminatingQ andWwe obtain the inequality

D + DT > − (L − PB)T

× (ATP + PA)−1(L − PB). (14)
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