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Abstract

Hereare established various sharp andnearly optimal probabilistic inequalities giving thehighorder
approximationofCsiszar’sf-divergencebetween twoprobabilitymeasures,which is themost essential
and general tool for their comparison. The above are done through Taylor’s formula, generalized
Taylor–Widder’s formula, an alternative recent expansion formula. Based on these we give many
representation formulae of Csiszar’s distance, then we estimate in all directions their remainders by
using either the norms approach or the modulus of continuity way. Most of the last probabilistic
estimates are sharp or nearly sharp, attained by basic simple functions.
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1. Basics

Throughout this article we use the following. Letf be a convex function from(0,+∞)

intoR which is strictly convex at 1 withf (1) = 0.
Let (X,A, �) be a measure space, where� is a finite or a�-finite measure on(X,A).

And let�1, �2 be two probability measures on(X,A) such that�1>�, �2>� (absolutely
continuous), e.g.� = �1 + �2.
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Denote byp = d�1
d� , q = d�2

d� the (densities) Radon–Nikodym derivatives of�1, �2 with
respect to�. Here we assume that

0<a� p

q
�b, a.e. onX anda�1�b.

The quantity

�f (�1,�2) =
∫
X

q(x)f

(
p(x)

q(x)

)
d�(x), (1)

was introduced by I. Csiszar in 1967, see[8], and is calledf-divergenceof the probability
measures�1 and�2.
By Lemma 1.1 of[8], the integral (1) is well-defined and�f (�1,�2)�0 with equality

onlywhen�1=�2. Furthermore�f (�1,�2)does not dependon the choice of�. The concept
of f-divergence was introduced first in[7] as a generalization of Kullback’s “information for
discrimination” or I-divergence(generalized entropy) [11,10]and of Rényi’s “information
gain” ( I-divergence of order�) [12]. In fact theI-divergence of order1 equals

�u log2 u(�1,�2).

The choicef (u)= (u− 1)2 produces again a known measure of difference of distributions
that is called�2-divergence. Of course thetotal variationdistance

|�1 − �2| =
∫
X

|p(x) − q(x)|d�(x)

is equal to�|u−1|(�1,�2). Here by assumingf (1) = 0 we can consider�f (�1,�2), the
f-divergence as a measure of the difference between the probability measures�1, �2.
Thef-divergence is in general asymmetric in�1 and�2. But sincef is convex and strictly

convex at 1 so is

f ∗(u) = uf

(
1

u

)
(2)

and as in[8] we get

�f (�2,�1) = �f ∗(�1,�2). (3)

In Information Theory and Statistics many other divergences are used which are special
cases of the above general Csiszarf-divergence, e.g. Hellinger distanceDH, �-divergence
D�, Bhattacharyya distanceDB, Harmonic distanceDHa, Jeffrey’s distanceDJ, triangular
discriminationD�, for all these see, e.g.[5,9].
The problem of finding and estimating theproper distance(or difference or discrim-

ination) of two probability distributions is one of the major ones in Probability Theory.
The abovef-divergence measures in their various forms have been also applied to An-
thropology, Genetics, Finance, Economics, Political Science, Biology, Approximation of
Probability distributions, Signal Processing and Pattern Recognition.
A great inspiration for this paper has been the very important monograph on the topic by

Dragomir[9].
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