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In this paper we investigate a spatial Durbin error model with finite distributed lags and consider the Bayes-
ian MCMC estimation of the model with a smoothness prior. We study also the corresponding Bayesian
model selection procedure for the spatial Durbin error model, the spatial autoregressive model and the ma-
trix exponential spatial specification model. We derive expressions of the marginal likelihood of the three
models, which greatly simplify the model selection procedure. Simulation results suggest that the Bayesian
estimates of high order spatial distributed lag coefficients are more precise than the maximum likelihood es-
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c11 timates. When the data is generated with a general declining pattern or a unimodal pattern for lag coeffi-

21 cients, the spatial Durbin error model can better capture the pattern than the SAR and the MESS models in
most cases. We apply the procedure to study the effect of right to work (RTW) laws on manufacturing
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1. Introduction

Spatial econometric models applied in regional science and geog-
raphy have been receiving more attention in various areas of eco-
nomics. The most popular spatial econometric model is the spatial
autoregressive (SAR) model. The SAR model implies a geometrical
decay pattern of spatial spillover effects or externalities from levels
of neighbors' exogenous characteristics in its reduced form. A geo-
metrical decay pattern of spatial distributed lags is not the only choice
of modeling spatial externalities. There are other models which dis-
play a different pattern of spatial externalities. Recently, LeSage and
Pace (2007) introduce the matrix exponential spatial specification
(MESS) model, which exhibits an exponential declining pattern of
spatial externalities. These two spatial lag patterns do not exhaust
other possible patterns. Furthermore, both the SAR model and the
MESS model incorporate global spatial externalities in the sense that
they relate all the neighbors in the system to each other. If one wants

* Weare grateful to the editor and two anonymous referees for their helpful comments.
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to capture local spatial externalities,! these two models might not be
appropriate. In practice, if one wants to incorporate local externalities
in the model and there were no formal theoretical guidance on which
pattern of spatial externalities to choose, a possible solution is to pro-
pose a spatial Durbin error model (SDEM)? with finite distributed lags
of exogenous regressors, which does not impose strong restrictions on
the pattern of spillover effects or externalities. Then we are facing a
non-nested model selection problem among a SDEM model, the SAR
model and the MESS model. Hence, in addition to the estimation of a
SDEM model, it is of interest to construct a model discrimination proce-
dure for them.

In this paper we propose a finite lag SDEM model with a smooth-
ness prior in order to accommodate more flexible patterns of local
spatial externalities. We consider the Bayesian MCMC estimation of
the SDEM model and the corresponding Bayesian model selection

! As mentioned by Anselin (2003), local spatial externalities would be appropriate
when the proper spatial range of the explanatory variables is the location itself and
its immediate neighbors. For more discussion regarding global and local spatial exter-
nalities, see Anselin (2003).

2 We thank two referees for pointing out that the original name “SLX” for the model
is somehow confusing. We have changed the name of the model to SDEM throughout
the paper. Related literature about the SDEM model are mentioned in Section 2.
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procedure for the SDEM model, the SAR model and the MESS model. We
focus on Bayesian estimation because a direct maximum likelihood
(ML) estimation for high order lag coefficients of the SDEM model
might be imprecise due to multicollinearity among lagged regressors.>
As motivated by Shiller's smoothness prior for distributed lag model,
we may impose a smoothness prior on the lag coefficients in order to
obtain better estimates.

For model selection among non-nested models, both classical ap-
proach and Bayesian approach are available in the literature. Howev-
er, the classical non-nested tests might be unreliable due to imprecise
estimates for high order lag coefficients of a SDEM model. For Bayes-
ian approach, Zellner (1971) has set forth the basic theory and the
model selection procedure, which involves calculating and comparing
the posterior probabilities of competitive models and is feasible for
competitive non-nested models. With posterior probabilities for com-
petitive models one can see whether those models are close compet-
itors or one model just dominates all others. Hepple (1995a,b)
extends the Bayesian model selection procedure into non-nested spa-
tial models.? In particular, he has derived expressions of marginal
likelihoods for a number of spatial models including the SAR model
and the spatial error model, which greatly simplify the calculation
of model posterior probabilities. LeSage and Pace (2007) derive an ex-
pression of the marginal likelihood of the MESS model, which could
be used to produce Bayesian model comparison procedure for the
MESS model and other models. LeSage and Parent (2007) also extend
the Bayesian model selection procedure for linear regression models
into the SAR model and the spatial error model. Their focus is on com-
paring models with different matrices of explanatory variables.” We
can also derive an expression of the marginal likelihood of the SDEM
model, which simplifies the model selection procedure.

The paper is organized as follows: Section 2 introduces the SDEM
model with a smoothness prior and specifies the model selection
problem. Section 3 considers Bayesian MCMC estimation of the
SDEM model. Section 4 discusses Bayesian model selection procedure.
Section 5 summarizes simulation results to investigate sampling prop-
erties of our Bayesian estimation method and model selection proce-
dure. Section 5 includes an empirical study of the effect of right to
work (RTW) on manufacturing employment. Conclusions are drawn
in Section 6. Technical details and tables are given in Appendix A.

2. The models

Consider a spatial autoregressive (SAR) model
Y, =AW,Y, +cl, +X,8+V, (2.1)

where [, is an x 1 column vector of ones, and c is the coefficient of the
intercept term. X,, is an x k dimensional matrix of nonstochastic exog-
enous variables. W, is a spatial weight matrix with known constants
with a zero diagonal. The error terms in V;; = (Vn1,Vn2, ...,Vnn)' are as-
sumed to be i.i.d normally distributed with mean 0 and variance o®.
The reduced form of the SAR model reviews its implication in spatial

3 There might be multicollinearity among the lagged exogenous regressors in the
SDEM model. This is similar to the source of multicollinearity in the spatial Durbin
model (Anselin, 1988). See Section 2 for more discussions.

4 Hepple has considered a bunch of non-nested model selection problems for spatial
models. For example, comparing SAR models with different spatial weight matrices or
comparing spatial error models with different spatial weight matrices. For more de-
tails, see Hepple (1995a,b).

5 LeSage and Parent deal with the cases where the number of possible models that
consist of different combinations of candidate explanatory variables is too large. Calcu-
lation of posterior probabilities for all models is difficult. They rely on a Markov Chain
Monte Carlo model composition methodology proposed by Madigan and York (1995).
For more details, see LeSage and Parent (2007).

externalities in terms of a geometric declining pattern of spatial distrib-
uted lags on exogenous regressors,

Y, = (111_)\Wn)71dn + Xnﬁ + Z ngn)\q[5 + (111_)\Wn)7l Vn‘ (2~2)
q=1

Here the nonzero elements of rows of W, with ¢ > 1 represent the
qth order neighbors. Then the specification in Eq. (2.2) has spillover
effects or externalities generated by the regressors xs from one's dif-
ferent level of neighbors being geometrically declining.

As an alternative to the SAR specification, LeSage and Pace (2007) in-
troduce the MESS model with the specification S;¥(1)Y, = cl, + XuB +
V., of which the reduced form is

Yy = Siw ey + S5 () X+ S )V, (23)

where S%(u) = e"r = I, + Z:;:]%(ywn)q. The model introduces an ex-

ponential decay pattern of spatial externalities via its spatial distributed
lags on regressors.

However, according to Egs. (2.2) and (2.3), both the SAR model
and the MESS model may be rather “restrictive” because they impose
strong restrictions on the pattern of spatial externalities. Moreover,
Egs. (2.2) and (2.3) are infinite summations for lagged regressors
W, X,:s, implying that both models only incorporate global spatial ex-
ternalities because they relate all the neighbors in the system to each
other. To allow for a more flexible pattern of spatial externalities and
incorporate local spatial externalities, a possible specification is the
following finite spatial distributed lag model:

Yo = Cly + XuB + WoXoB1 + WaXoBs + ... + WiXoB
+ (I —pW,) 'V, (24)

Here we combine local externalities for X,, with global externali-
ties for V,, in the model.® We do not impose strong restrictions on
the lag coefficients By, ..., Bm. As a result, the model should be able
to accommodate more flexible patterns of spatial externalities.
LeSage and Pace (2009) label the model in Eq. (2.4) as a spatial
Durbin error model (SDEM). Some literatures have discussed other
versions of the SDEM model, for example, Lacombe et al. (2012)
and LeSage and Christina (2012). However, neither of them includes
higher order spatial distributed lag terms of X,, in the model.” In em-
pirical research, we usually do not have an economic theory that tells
us which pattern of spatial externalities to choose. We are facing a
non-nested model selection problem among the SDEM model, the
SAR model and the MESS model.

However, one concern about the SDEM model in Eq. (2.4) is that,
when we use the ML method to directly estimate the model, esti-
mates of high order coefficients Bs might be poor due to possible
multicollinearity among the lagged regressors X, Wy, Xy, ..., WX,,.8
In practice, one might expect that those coefficients would change
smoothly, so we borrow the idea of smoothness prior from Shiller
(1973) to impose some random restrictions on the lag coefficients
and use the Bayesian MCMC method to estimate the SDEM model.
For model selection, we follow the procedure advocated in Zellner
(1971) and compare the posterior probabilities for the three models.

6 Here local externalities are incorporated by the lagged exogenous regressors W,X,s
while global externalities are captured by (I, — pW,)~'V,. The model in Eq. (2.4) is also a
generalized version of Eq. (30) in Anselin (2003), with higher order lagged exogenous regres-
sors W,X;;s. See Anselin (2003) for more discussions.

7 Lacombe et al. (2012) only include the first order spatial distributed lag in their
SDEM model while LeSage and Christina (2012) include two different W,s in the
model.

8 The estimates of the lag coefficients might have a large variance.
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