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Abstract

Objective: Physicians classify patients into those with or without a specific disease. Furthermore, there is often interest in classifying
patients according to disease etiology or subtype. Classification trees are frequently used to classify patients according to the presence or absence
of a disease. However, classification trees can suffer from limited accuracy. In the data-mining and machine-learning literature, alternate clas-
sification schemes have been developed. These include bootstrap aggregation (bagging), boosting, random forests, and support vectormachines.

Study Design and Setting: We compared the performance of these classification methods with that of conventional classification trees
to classify patients with heart failure (HF) according to the following subtypes: HF with preserved ejection fraction (HFPEF) and HF with
reduced ejection fraction. We also compared the ability of these methods to predict the probability of the presence of HFPEF with that of
conventional logistic regression.

Results: We found that modern, flexible tree-based methods from the data-mining literature offer substantial improvement in prediction
and classification of HF subtype compared with conventional classification and regression trees. However, conventional logistic regression
had superior performance for predicting the probability of the presence of HFPEF compared with the methods proposed in the data-mining
literature.

Conclusion: The use of tree-based methods offers superior performance over conventional classification and regression trees for pre-
dicting and classifying HF subtypes in a population-based sample of patients from Ontario, Canada. However, these methods do not offer
substantial improvements over logistic regression for predicting the presence of HFPEF. � 2013 Elsevier Inc. All rights reserved.
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What is new?

Key findings
� Modern data-mining and machine-learning

methods offer advantages for predicting and classi-
fying heart failure (HF) patients according to dis-
ease subtype: HF with preserved ejection fraction
(HFPEF) and HF with reduced ejection fraction
compared with conventional regression and classi-
fication trees.

� Conventional logistic regression performed at least
as well as modern methods from the data-mining
and machine-learning literature for predicting the
probability of the presence of HFPEF in patients
with HF.

What this adds to what was known?
� Boosted trees, bagged trees, and random forests do

not offer an advantage over conventional logistic
regression for predicting the probability of disease
subtype in patients with HF.

What is the implication and what should change
now?
� Conventional logistic regression should remain

a standard tool in the analyst’s toolbox when pre-
dicting disease subtype in patients with HF.

� Analysts interested in classifying HF patients
according to disease subtype should use
ensemble-based methods rather than conventional
classification trees.

1. Introduction

There is an increasing interest in using classification
methods in clinical research. Classification methods allow
one to assign subjects to one of a mutually exclusive set
of states. Accurate classification of disease states (disease
present/absent) or of disease etiology or subtype allows
subsequent investigations, treatments, and interventions to
be delivered in an efficient and targeted manner. Similarly,
accurate classification of disease states permits more accu-
rate assessment of patient prognosis.

Classification trees use binary recursive partitioning
methods to partition the sample into distinct subsets
[1e4]. Although their use is popular in clinical research,
concerns have been raised about the accuracy of tree-
based methods of classification and regression [2,4]. In
the data-mining and machine-learning literature, alterna-
tives to and extensions of classical classification trees have

been developed in recent years. Many of these methods in-
volve aggregating classifications over an ensemble of clas-
sification trees. For this reason, many of these methods are
referred to as ensemble methods. Ensemble-based methods
include bagged classification trees, random forests, and
boosted trees. Alternate classification methods include sup-
port vector machines (SVMs).

In patients with acute heart failure (HF), there are two
distinct subtypes: HF with preserved ejection fraction
(HFPEF) and HF with reduced ejection fraction (HFREF).
The distinction between HFPEF and HFREF is particularly
relevant in the clinical setting. Although the treatment of
HFREF is based on a multitude of large randomized clini-
cal trials, the evidence base for the treatment of HFPEF is
much smaller and more focused on related comorbid condi-
tions [5]. Although the overall prognosis appears to be sim-
ilar within the two subtypes of HF, there are important
differences in cause-specific mortality, which would be rel-
evant in risk stratification and disease management [6]. The
diagnosis of HFREF versus HFPEF is ideally made using
results from echocardiography. Although echocardiography
should ideally be done in all HF patients at some point in
their clinical care, this test is not always performed even
in high-resource regions, and treatment decisions may need
to be made before echocardiographic data are available. In
one US Medicare cohort, more than one-third of HF pa-
tients did not undergo echocardiography in hospital [7].

The present study had two objectives. First, to compare
the accuracy of different methods for classifying HF
patients according to two disease subtypes, HFPEF vs.
HFREF, and for predicting the probability of patients hav-
ing HFPEF in a population-based sample of HF patients in
Ontario, Canada. Second, to compare the accuracy of the
prediction of the presence of HFPEF using methods from
the data-mining literature with that of conventional logistic
regression.

2. Methods for classification and prediction

In this section, we describe the different methods that
will be used for classification and prediction. For classifica-
tion, we restrict our attention to binary classification in
which subjects are classified as belonging to one of two
possible categories. Our case study will consist of patients
with acute HF that is further classified as HF with preserved
ejection fraction (HFPEF) and HF with reduced ejection
fraction (HFREF). By prediction, we mean prediction of
the probability of an event or of being in a particular state.
In our case study, this will be the predicted probability of
having HFPEF. We consider the following classification
methods: classification trees, bagged classification trees,
random forests, boosted classification trees, and SVMs.
For prediction, we consider the following methods: logistic
regression, regression trees, bagged regression trees, ran-
dom forests, and boosted regression trees.
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