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Abstract

A polynomial-time algorithm is suggested for non-preemptive scheduling of n-independent jobs on m-unrelated machines
to minimize the makespan. The algorithm has a worst-case performance ratio of 2 — 1/m. This is better than the earlier
known best performance bound 2. Our approach gives the best possible approximation ratio that can be achieved using the

rounding approach.
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1. Introduction

The problem of constructing a non-preemptive
schedule of the minimal makespan (maximal job or
machine completion time) on m-identical machines,
P//Ciax 18 NP-hard even when m = 2 and the jobs
are independent (i.e have no precedence relations).
Therefore, no polynomial algorithm can give an opti-
mal schedule for m > 2 machines unless P = NP. We
try to approximate the optimum in polynomial time.
For a given schedule, its performance ratio is the
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ratio of the makespan of this schedule to the opti-
mal makespan. An algorithm with a worst-case perfor-
mance ratio « is called a k-approximation algorithm.

Due to Graham’s well-known result [4], a linear
on-line list-scheduling algorithm for P/ prec/Cpax (the
version of P//Cp.x With precedence relations) gives a
worst-case performance ratio 2 — 1/m. An O(nlogn)
MULTIFIT algorithm for P//Cyax gives performance
ratio % for identical machines and % for uniform ma-
chines (see [2,3,11]). Hochbaum and Shmoys [5] sug-
gest polynomial-approximation schemes for uniform
machines (a family of polynomial algorithms with per-
formance ratio arbitrarily close to 1).

The situation is much more complicated for unre-
lated machines. The first approximation scheme pro-
posed by Horowitz and Sahni [6] is polynomial in n
but non-polynomial in m. This algorithm with per-
formance ratio 1 + ¢ has time complexity O(n*"/e)
and its space complexity is non-polynomial. The first
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polynomial-time approximation algorithm for R//Ciax
was proposed by Ibarra and Kim [7] with performance
ratio m, and a better polynomial-time algorithm with
performance ratio within 2,/m was suggested by Davis
and Jaffe [1]. Potts [9] gave an approximation algo-
rithm with performance ratio 2. He used a relaxed lin-
ear program in which boolean assignment variables
are replaced by real variables from the interval [0,1].
A solution of this linear program is a preemptive dis-
tribution: unlike a schedule, it involves no start times
and only assigns jobs to machines. Such distributions
may split a job into parts and assign these parts to dif-
ferent machines (as a result of the real assignment vari-
ables). These distributions have no more than m — 1
preempted jobs. Then a rounding of real variables to
boolean variables is applied. All possible assignments
of the preempted m — 1 (or less) jobs to m machines
are tested by a complete enumeration. This imposes
an exponential dependence on m. Since the initial dis-
tribution is optimal and the preempted m — 1 (or less)
jobs are also scheduled optimally, the makespan of the
resulting non-preemptive schedule must be no larger
than twice the makespan of an optimal one.

Lenstra et al. [8] developed Potts’ rounding ap-
proach [9] avoiding complete enumeration of pre-
empted jobs and hence exponential dependence on
m. Their algorithm (polynomial in both n and m) has
the same performance ratio as the algorithm in [9].
The linear program used in [8] is different from that
of in [9], it imposes additional artificial constraints
on the problem. Let a B-balanced distribution be a
distribution of makespan at most B, such that every
job assigned to a machine has a processing time of
at most B on that machine. B-balanced distributions
allow a polynomial 2-approximation rounding in the
following way. It can be checked in polynomial time
whether there exists a feasible B-balanced distribution
or not, for any B (one part of this task reduces to a
complete matching problem in a bipartite graph with
binary search, and another to linear programming).
Let Doy be the optimal non-preemptive makespan.
We can easily find lower and upper bounds on Dy
and apply binary search in this interval. In other
words, we can find the minimal B = By, such that
there exists a feasible B-balanced distribution. By
this construction, Doy cannot be less than By, since
no job in an optimal non-preemptive schedule can be
assigned to a machine on which it takes more than

Dop time, and By is the minimal B with this kind
of restriction. The resulting By-balanced distribu-
tion 0 can have at most m preempted jobs. Then the
rounding of these jobs is applied. The makespan of
the resulting non-preemptive schedule will be at most
2Bopt < 2Dopt~

In [8] it is also shown that no polynomial algo-
rithm with performance ratio 1.5 or less can exist
unless P = NP, leaving open the question whether
there can exist a polynomial-approximation algo-
rithm with a worst-case ratio between 1.5 and 2 (for
m = 2, an 1.5-approximation linear-time algorithm
is given in [9]). In the present paper, we make the
first step forward towards this direction suggesting an
(2 — 1/m) polynomial-approximation algorithm. This
result is the best-possible for any rounding-based al-
gorithm, as no such an algorithm can give a better
worst-case ratio (Section 4).

We apply an approach, similar to that of Lenstra
et al. [8] building a By-balanced distribution. Our
Bgpi-balanced distribution ¢ has at most m — 1 preemp-
tions and we eliminate them by rounding not more
than m — 1 preempted jobs. A job cannot be rounded
on a machine unless a fraction of at least 1/m of that
job was originally assigned to it in §. We give an
O(m?) algorithm constructing this type of rounding
with no machine receiving more than (m — 1)/m new
job parts. This ensures that the resulting makespan
will exceed the makespan of the initial By-balanced
distribution by at most (m — 1)/m p? .., pl.. being the
maximal job-processing time in J. Since p? . < Bopts
a (2 — 1/m)-approximation to the optimum is guaran-
teed. In the preliminary form, our result has appeared
in the proceedings of IFIP Intern. Conference in Com-
puter Science [10].

2. Basic notions and terminology
2.1. Schedules and distributions

The sets of jobs and machines are denoted by
S =1 ...,J" and M = {M,,...,M,}, respec-
tively. M(J) is the processing time (length) of job J
on machine M (this uncommon notation avoids the
use of an additional symbol). A (non-preemptive)
schedule ¢ is a mapping which assigns each job to a
machine and a starting time on that machine; every
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