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Abstract

In this paper it is studied how observations in the training sample affect the misclassification
probability of a quadratic discriminant rule. An approach based on partial influence functions is
followed. It allows to quantify the effect of observations in the training sample on the performance
of the associated classification rule. Focus is on the effect of outliers on the misclassification rate,
merely than on the estimates of the parameters of the quadratic discriminant rule. The expression
for the partial influence function is then used to construct a diagnostic tool for detecting influential
observations. Applications on real data sets are provided.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

In discriminant analysis one observes two groups of multivariate observations, forming
together thetraining sample. For the data in this training sample, it is known to which
group they belong. On the basis of the training sample a discriminant functionQ will be
constructed. Such a rule is used afterwards to classify new observations, for which the group
membership is unknown, into one of the two groups. Data are generated by two different
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distributions, having densitiesf1(x) andf2(x). The higher the value ofQ the more likely
the new observation has been generated by the first distribution. Taking the log-ratio of the
densities yields

Q(x) = log
f1(x)

f2(x)
.

Forf1 a normal density with mean�1 and covariance matrix�2, and forf2 another normal
density with parameters�2 and�2, one gets

Q(x)=1

2

{
(x−�2)

t�−1
2 (x−�2)−(x−�1)

t�−1
1 (x−�1)

}
+1

2
log

( |�2|
|�1|

)
. (1.1)

Here,|�| stands for the determinant of a square matrix�. The above equation can be written
as a quadratic form

Q(x) = xtAx + btx + c, (1.2)

where
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The functionQ(x) is called the quadratic discriminant function. Although it has been
derived from normal densities it can also be applied as such without making distributional
assumptions.

Future observations will now be classified according to the following discriminant rule:
if Q(x) > �, where� is a selected cut-off value, then assignx to the first group. On the other
hand ifQ(x) < �, then assignx to the second group. Now let�1 be the prior probability that
an observation to classify will be generated by the first distribution, and set�2 = 1 − �2.
For normal source distributions it is known that the optimal discriminant rule, in the sense
of minimizing the expected probability of misclassification, is given by the above quadratic
rule with � = log(�2/�1), e.g.[21, Chapter 11]. In practice, the prior probabilities�1 and
�2 are often unknown and one uses� = 0.

The discriminant function (1.1) still depends on the unknown population quantities
�1, �2,�1 and�2, and needs to be estimated from the training sample. So letx1, . . . , xn1 be
a sample ofp-variate observations coming from the first distributionH 0

1 andxn1+1, . . . , xn

a second sample drawn fromH 0
2 . These samples together constitute the training sample.

An observation in the training sample will influence the sample estimates of location and
covariance, and hence the discriminant rule. In quadratic discriminant analysis (QDA) the
primary interest is not in knowing or interpreting the parameter values in (1.2). The aim is to
use QDA for classification purposes. Focus in this paper is on how observations belonging
to the training sample affect the total probability of misclassification, and this effect will be
quantified by the influence function. Influence functions in the multi-sample setting were
already considered by several authors, e.g.[11,14]. In this paper, the formalism of partial
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