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Abstract

This paper proposes a semi-parametric test of independence (or serial independence) between
marginal vectors each of which is normally distributed but without assuming the joint normality of
these marginal vectors. The test statistic is a Cramér–von Mises functional of a process defined from
the empirical characteristic function. This process is defined similarly as the process of Ghoudi et
al. [J. Multivariate Anal. 79 (2001) 191] built from the empirical distribution function and used to
test for independence between univariate marginal variables. The test statistic can be represented as
aV-statistic. It is consistent to detect any form of dependence. The weak convergence of the process
is derived. The asymptotic distribution of the Cramér–von Mises functionals is approximated by the
Cornish–Fisher expansion using a recursive formula for cumulants and inversion of the characteristic
function with numerical evaluation of the eigenvalues. The test statistic is finally compared with Wilks
statistic for testing the parametric hypothesis of independence in the one-way MANOVA model with
random effects.
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1. Introduction

Different characterizations have led to various tests of independence. Letp�1 be a
fixed integer. Consider a partitioned random vectorε = (

ε(1), . . . , ε(p)
)

made up ofp q-
dimensional subvectors and a corresponding partitionedt = (

t(1), . . . , t(p)
)
, for any fixed

vectort. Independence of the subvectors may be characterized with the joint distribution
function or characteristic function as

Kp(t) =
p∏
k=1

K(k)(t(k)), (1.1)

Cp(t) =
p∏
k=1

C(k)(t(k)), (1.2)

whereKp andCp are, respectively, the joint distribution function and joint characteristic
function. The marginal versions areK(k) andC(k) for k = 1, . . . , p. In the univariate
setting (q = 1) Blum et al.[4] proposed an empirical process based on (1.1), whereas
Csörgő[10] defined a similar process based on (1.2). Feuerverger[19] proposed an empirical
characteristic function version of the Blum et al.[4] test statistic. He pointed out difficulties
with dimensions above 2.

Recently, in the univariate setting, Ghoudi et al.[21] introduced a new process based on a
characterization of independence which is now presented. This characterization forp = 3
is implicit in the early paper of Blum et al.[4]. For anyA ⊂ Ip = {1, . . . , p} and any
t ∈ Rp, let

�A(t) =
∑
B⊂A

(−1)|A\B|Kp(tB)
∏
j∈A\B

K(j)(t(j)).

The notation|A| stands for cardinality of the setA and the convention
∏

∅ = 1 is adopted.
The vectortB is used to make a selection of components oft according to the setB,

(tB)(i) =
{
t (i), i ∈ B;
∞, i ∈ Ip\B.

Independence can be characterized as follows:ε(1), . . . , ε(p) are independent if and only if
�A ≡ 0, for allA ⊂ Ip satisfying|A| > 1. This characterization was also given previously
in a slightly different form in Deheuvels[15]. A Cramér–von Mises functional of each
process in a decomposition of the empirical dependence process, obtained originally by
Deheuvels[14], led them to a non-parametric test of independence in the non-serial and serial
situations. The interest of this decomposition resides in the mutual asymptotic independence
of all the processes in the decomposition and the simple form of the covariance which is
expressed as a product of covariance functions of the Brownian bridge.

In the multivariate setting (q�1), the present paper proposes tests of independence, built
from a process relying on a similar independence characterization based on characteristic
functions, when subvectors or marginals are normally distributed. Namely, the marginals
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