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In this paper, we consider the problem of testing the mean vector in the multivariate

setting where the dimension p is greater than the sample size n, namely a large p and

small n problem. We propose a new scalar transform invariant test and show the

asymptotic null distribution and power of the proposed test under weaker conditions

than Srivastava (2009). We also present numerical studies including simulations and

a real example of microarray data with comparison to existing tests developed for a large

p and small n problem.

& 2012 Elsevier B.V. All rights reserved.

1. Introduction

Let Xi, i¼1,y,n be independent and identically distributed p-dimensional random vectors with the mean vector m and
covariance matrix S. The one sample testing problem

H0 : m¼ 0 vs: H1 : ma0 ð1Þ

with unknown m and S, and the two sample case

H0 : m1 ¼ m2 vs: H1 : m1am2 ð2Þ

with mean vectors mi and S, i¼1,2 have been extensively studied by many researchers. For the one sample case (1), one
typical test statistic is Hotelling’s T2, nX

0
S�1X where X and S are the sample mean vector and sample covariance matrix,

respectively. However, Hotelling’s T2 has the limitation that it cannot be applied to the case of p4n�1 due to the
singularity of S. Dempster (1958) (henceforth, D-test) and Bai and Saranadasa (1996) (henceforth BS-test) proposed test
statistics which avoid the use of S�1, however, these tests still have some limitations in the sense that they are based on
the assumption that p increases at the same rate as the sample size n, p=n-c40. In practice, lots of recent data sets have
the situation, pbn, namely ultra-high dimension, for example, microarrays where thousands of genes are observed with
only tens of samples to draw inferences from. For such a high dimensional data, Chen and Qin (2010) (henceforth CQ-test)
modified the BS-test. This modification allowed the derivation of results similar to BS-test in Bai and Saranadasa (1996)
but without any direct relationship between p and n. All these tests such as the D-test, the BS-test and the CQ-test are
invariant under an orthogonal transformation, i.e., invariant under X-cGX where c is a nonzero constant and G is an
orthogonal transformation, i.e., G0G¼ I where I is an identity matrix. On the other hand, Srivastava and Du (2008)
(henceforth SD-test) and Srivastava (2009) (henceforth S-test) proposed a test which has the property of scalar
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transformation invariance, i.e., X-DX where D¼ diagðd1,d2, . . . ,dpÞ and di’s are nonzero constants. One interesting result
from Srivastava and Du (2008) is that the S-test obtains more power than the D-test and the BS-test when S is a diagonal
matrix except s2I. Srivastava and Du (2008) and Srivastava (2009) use the following conditions:

lim
p-1

trðRiÞ

p
o1, i¼ 1,2,4 ð3Þ

for the derivation of asymptotic distribution of S-test where R is the population correlation matrix.
In this paper, we propose a new scalar transformation invariant test modifying the S-test with the following condition:

trðR4Þ ¼ oðtr2ðR2ÞÞ ð4Þ

Condition (3) is stronger than (4) since trðR4Þ=tr2ðR2Þ ¼ p�1ðtrðR4Þ=pÞ=ðtr2ðR2Þ=p2Þ ¼Oðp�1Þ ¼ oð1Þ as p-1 from the
condition (3). Condition (4) allows trðR4Þ=p-1 while (3) does not. We improve S-test in the sense that we present the
asymptotic null distribution and power of our proposed test with weaker conditions than those in Srivastava (2009). We
also provide numerical studies including simulations and a real example of microarray gene expression, which is a typical
example of data with large dimension p and small sample n.

The rest of the paper is organized in the following way. In Section 2, we present an overview of existing tests in the one
sample problem. In Section 3, we propose a new test in the one sample problem and show the asymptotic null distribution
and power of the proposed test. Section 4 includes the extension of the proposed test to the two sample problem with the
asymptotic null distribution and power. Section 5 presents remarks on comparison with some other tests, and Sections 6
and 7 include simulation studies and a real data example respectively. Concluding remarks are presented in Section 8.

2. Overview

In this section, we first begin with the one sample testing problem (1) and then extend to the two sample testing
problem (2) later in Section 4. Consider p-dimensional observational vectors Xj, 1r jrn, generated from a factor model in
multivariate analysis. The factor model has been used extensively in other literature, for example, Bai and Saranadasa
(1996), Chen and Qin (2010) and Srivastava (2009). More formally, Xj ¼ ðxj1,xj2, . . . ,xjpÞ

0 has the form of

Xj ¼ mþCZj ð5Þ

where Zj ¼ ðz1j, . . . ,zmjÞ
0 and zij’s are continuous random variables, j¼1,y,n and C is a p�m matrix for some mZp such that

S¼ CC0 is a positive definite matrix, say S40. The reason we consider mZp is to preserve the basic characteristics of the
covariance matrix so that the rank and eigenvalues are not affected by the transformation. In particular, Srivastava (2009)
considered the case of p¼m. See also Section 3 in Chen and Qin (2010). Note that the factor model covers multivariate
normal distribution when Zj’s are multivariate normal vectors. S is the sample covariance matrix defined by
S¼ ð1=ðn�1ÞÞ

Pn
j ¼ 1ðXj�X ÞðXj�X Þ0 where X ¼ ð1=nÞ

Pn
j ¼ 1 Xj. Denote the diagonal matrix of the population variance and

sample variance by Ds ¼ diagðs11,s22, . . . ,sppÞ and DS ¼ diagðs11,s22, . . . ,sppÞ where sii and sii are the diagonal elements in
S and S, respectively. The population correlation and the sample correlation matrix are R¼D�1=2

s SD�1=2
s ¼ ðrijÞ and

R¼D�1=2
S SD�1=2

S ¼ ðrijÞ where rij and rij are the elements in R and S, respectively.
In (5), we consider Zj ¼ ðz1j, . . . ,zmjÞ

0 satisfying

EðzijÞ ¼ 0,Eðz2
ijÞ ¼ 1, Eðz4

ijÞ ¼ 3þgo1 ð6Þ

the density of all xi for 1r irp with respect to the Lebesgue measure is uniformly upper bounded ð7Þ

where zij’s are independent for all i¼1,y,m and 1r jrn. If the marginal densities of xi for all 1r irp is uniformly
bounded, then the fourth moment of 1=sii is uniformly bounded. g is the difference between the fourth moment of zij and
that of a standard normal distribution.

For one sample test (1), Dempster (1958) and Bai and Saranadasa (1996) proposed orthonormal transformation
invariant tests, namely TD and TBS, given by

TD ¼
nX
0
X

trðSÞ
ð8Þ

TBS ¼
nX
0
X�trðSÞ

2ðn�1Þðnþ1Þ

ðn�2Þðnþ1Þ
trðS2
Þ�

tr2ðSÞ

n�1

� �� �1=2
ð9Þ

Bai and Saranadasa (1996)showed the asymptotic normality of TD and TBS and both tests achieve the same power in
asymptotics. The main motivation of (8) and (9) is avoiding S�1 from Hotelling’s T2 test, however there is some limitation
in theory such that these two statistics are efficient when p=n-c40. Recently, Chen and Qin (2010) modified TBS and
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