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Abstract

Correspondence analysis appears to be sensitive to modalities with lowmargins leading to outliers.
We use the notions of influence function and Hadamard differentiability to provide a criterion for
deciding when such an outlier can be considered as too influential.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Correspondence analysis consists primarily of techniques that display the rows and
columns of a two-way contingency table on a sub-space. The idea is to summarize the
data, losing in the process as little information as possible. Many computational techniques
and mathematical structures of correspondence analysis are similar to those of principal
component analysis. In principal component analysis, the distance between observations
corresponds to a Euclidean distance and in correspondence analysis the distance between
modalities corresponds to a chi-square distance.An innate property within the construction
of a chi-square distance is a sensitivity to modalities with low marginals leading to outliers.
An outlier can by itself determine an entire component.
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The influence function (seeHampel, 1974), in Statistics, has two main uses. First, it
allows to assess the relative influence of individual observations toward the value of an
estimate. In correspondence analysis,Kim (1992)has calculated the influence function for
eigenvalues.Pack and Jolliffe (1992)measure the influence for eigenvectors and propose
various synthetical indices. These results allow to describe the impact of amodality but does
not provide a decision rule: when can we say that a low margin modality is too influential?
Also, the influence curve allows assessment of asymptotic properties of an estimate: under
standard conditions, this one is asymptotically normal and the asymptotic variance can be
expressed in terms of the influence function (Huber, 1981).
The purpose of this paper is to use this aspect and the delta-method established byGill

(1989), to obtain a central limit theorem (CLT) for eigenvalues in correspondence analysis.
This will lead to a decision criterion for influential modalities detection.

2. Influence function

Let X1, . . . , Xn be random variables with common distribution function (df)F onRd

(d �1). To simplify notations, we will confuse distribution function and probability mea-
sure:F is either one or the other. Suppose that we are interested in a parameter that can be
expressed, as often in statistics, as a functionalT (F ) of the generating df,T being defined
at least on the spaceF of df’s. The natural estimator isT (Fn) whereFn is the empirical
df, defined by

Fn = 1

n

n∑
i=1

�Xi

with �Xi
the point mass 1 atXi .

To evaluate the importance of an additional observationx ∈ Rd , we can define, under
condition of existence, the quantity

ICT,F (x) = lim
�→0

T ((1− �)F + ��x) − T (F )

�
(1)

which measures the influence of an infinitesimal perturbation along the direction�x (see
Hampel, 1974). The influence function (or influence curve)ICT,F (·) is defined pointwise
by (1), if the limit exists for everyx.
There is strong connection between influence function and jackknife (Miller, 1974): let

F
(i)
n−1=1/(n−1)∑j,j �=i�xj

, thenFn = (n−1)/nF
(i)
n−1+ 1

n
�xi
. If �=−1/(n−1), we have

ICT,Fn(xi) ≈T ((1− �)Fn + ��xi) − T (Fn)

�
(2)

= (n − 1)(T (Fn) − T (F
(i)
n−1))

= T ∗
n,i − T (Fn). (3)

T ∗
n,i are the pseudo-values of the jackknife (i.e. values computed onn − 1 observations),

(Miller, 1974).
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