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a b s t r a c t

New lower bounds on the total variation distance between the distribution of a sum
of independent Bernoulli random variables and the Poisson random variable (with the
same mean) are derived via the Chen–Stein method. The new bounds rely on a non-
trivial modification of the analysis by Barbour and Hall (1984) which surprisingly gives
a significant improvement. A use of the new lower bounds is addressed.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Convergence to the Poisson distribution, for the number of occurrences of possibly dependent events, naturally arises in
various applications. Following thework of Poisson, there has been considerable interest in howwell the Poissondistribution
approximates the binomial distribution.

The basic idea which serves as a starting point for the so called Chen–Stein method for the Poisson approximation is the
following (see Chen (1975)). Let {Xi}

n
i=1 be independent Bernoulli random variables with E(Xi) = pi. Let W ,

n
i=1 Xi and

Vi ,


j≠i Xj for every i ∈ {1, . . . , n}, and Z ∼ Po(λ) with mean λ ,
n

i=1 pi. It is easy to show that

E[λf (Z + 1) − Zf (Z)] = 0 (1)

holds for an arbitrary bounded function f : N0 → R where N0 , {0, 1, . . .}. Furthermore (see, e.g., Chapter 2 in Ross and
Peköz (2007))

E [λf (W + 1) − Wf (W )] =

n
j=1

p2j E

f (Vj + 2) − f (Vj + 1)


(2)

which then serves to provide rigorous bounds on the difference between the distributions of W and Z , by the Chen–Stein
method for Poisson approximations. This method, and more generally the so called Stein method, serves as a powerful tool
for the derivation of rigorous bounds for various distributional approximations. Nice expositions of thismethod are provided
by, e.g., Arratia et al. (1990), Ross and Peköz (2007) and Ross (2011). Furthermore, some interesting links between the
Chen–Steinmethod and information-theoretic functionals in the context of Poisson and compound Poisson approximations
are provided by Barbour et al. (2010).

Throughout this letter, the term ‘distribution’ refers to a discrete probability mass function of an integer-valued random
variable. In the following, we introduce some known results that are related to the presentation of the new results.
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Definition 1. Let P and Q be two probability measures defined on a set X. Then, the total variation distance between P and
Q is defined by

dTV(P,Q ) , sup
Borel A⊆X

(P(A) − Q (A)) (3)

where the supremum is taken w.r.t. all the Borel subsets A of X. If X is a countable set then (3) is simplified to

dTV(P,Q ) =
1
2


x∈X

|P(x) − Q (x)| =
∥P − Q∥1

2
(4)

so the total variation distance is equal to half of the L1-distance between the two probability distributions.

Among old and interesting results that are related to the Poisson approximation, Le Cam’s inequality (see Le Cam
(1960)) provides an upper bound on the total variation distance between the distribution of the sum W =

n
i=1 Xi of

n independent Bernoulli random variables {Xi}
n
i=1, where Xi ∼ Bern(pi), and a Poisson distribution Po(λ) with mean

λ =
n

i=1 pi. This inequality states that dTV (PW , Po(λ)) ≤
n

i=1 p
2
i , so if, e.g., Xi ∼ Bern


λ
n


for every i ∈ {1, . . . , n}

(referring to the case whereW is binomially distributed) then this upper bound is equal to λ2

n , decaying to zero as n → ∞.
The following theorem combines Theorems 1 and 2 of Barbour and Hall (1984), and its proof relies on the Chen–Stein
method:

Theorem 1. Let W =
n

i=1 Xi be a sum of n independent Bernoulli random variables with E(Xi) = pi for i ∈ {1, . . . , n}, and
E(W ) = λ. Then, the total variation distance between the probability distribution of W and the Poisson distribution with mean
λ satisfies

1
32


1 ∧

1
λ

 n
i=1

p2i ≤ dTV(PW , Po(λ)) ≤


1 − e−λ

λ

 n
i=1

p2i (5)

where a ∧ b , min{a, b} for every a, b ∈ R.

As a consequence of Theorem 1, it follows that the ratio between the upper and lower bounds in (5) is not larger than
32, irrespectively of the values of {pi}. The factor 1

32 in the lower bound was claimed to be improvable to 1
14 with no explicit

proof (see Remark 3.2.2 in Barbour et al. (1992)). This shows that, for independent Bernoulli random variables, these bounds
are essentially tight. Furthermore, note that the upper bound in (5) improves Le Cam’s inequality; for large values of λ, this
improvement is by approximately a factor of 1

λ
.

This letter presents new lower bounds on the total variation distance between the distribution of a sum of independent
Bernoulli random variables and the Poisson random variable (with the same mean). The derivation of these new bounds
generalizes and improves the analysis by Barbour and Hall (1984), based on the Chen–Stein method for the Poisson
approximation. This letter concludes by outlining a use of the new lower bounds for the analysis in Sason (2012), followed
by a comparison of the new bounds to previously reported bounds.

This work forms a continuation of the line of work in Barbour and Chen (2005)–Kontoyiannis et al. (2005) where the
Chen–Stein method was studied in the context of the Poisson and compound Poisson approximations, and it was linked to
an information-theoretic context by Barbour et al. (2010), Kontoyiannis et al. (2005), and Sason (2012).

2. Improved lower bounds on the total variation distance

In the following, we introduce an improved lower bound on the total variation distance and then provide a loosened
version of this bound that is expressed in closed form.

Theorem 2. In the setting of Theorem 1, the total variation distance between the probability distribution of W and the Poisson
distribution with mean λ satisfies the inequality

K1(λ)

n
i=1

p2i ≤ dTV(PW , Po(λ)) ≤


1 − e−λ

λ

 n
i=1

p2i (6)

where

K1(λ) , sup
α1,α2∈R,

α2≤λ+
3
2 ,

θ>0


1 − hλ(α1, α2, θ)

2 gλ(α1, α2, θ)


(7)
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