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A note on prediction and interpolation errors in time series
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Abstract

In this note, we analyze the relationship between one-step ahead prediction errors and interpolation
errors in time series. We obtain an expression of the prediction errors in terms of the interpolation errors
and then we show that minimizing the sum of squares of the one-step ahead standardized prediction errors
is equivalent to minimizing the sum of squares of standardized interpolation errors.
r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

It is well known that the likelihood function of an ARMA(p; q) process can be written in terms
of the one-step ahead prediction errors using the conditional distribution of each observation
given the previous data. This is called the prediction error decomposition. The maximum
likelihood estimate (MLE) of the parameters can be computed by minimizing the concentrated
likelihood function, which depends on the one-step ahead prediction errors. The interpolation
problem consists in the estimation of a missing observation by using the past and future values of
the time series. The interpolator which minimizes the mean-squared error criterion is computed by
the expected value of the observation given the rest of the sample. The interpolation error is the
difference between the interpolated value and the true value of the observation. In the state-space
form of ARMA models, the interpolator is obtained with some smoothing algorithm, such as the
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fixed point smoothing (FPS) (see Anderson and Moore, 1979). The aim of this note is to show the
relationship between prediction errors and interpolation errors and to prove that the parameter
values which minimize the mean squared prediction error are the same as those which minimize
the mean-squared interpolation errors. This note is organized as follows. In Section 2 we
introduce the notation and briefly review the FPS algorithm. In Section 3, we first obtain an
expression of the one-step ahead prediction error in terms of the interpolation errors, second we
derive the covariances between interpolation errors and third we show that minimizing the sum of
squares of the one-step ahead standardized prediction errors leads to the same result as
minimizing the sum of squares of the standardized interpolation errors. Section 4 illustrates the
result in the simplest case of a first-order autoregressive process.

2. Kalman filter and fixed point smoothing

Let fztg be a process following a zero mean stationary and invertible ARMA(p; q) model,

fðBÞzt ¼ yðBÞut, (1)

where fðBÞ ¼ 1 � f1B � � � � � fpBp, yðBÞ ¼ 1 � y1B � � � � � yqBq and futg is a sequence of
independent Nð0;s2Þ variables. We denote the vector of ARMA parameters in (1) by b ¼

ðf1; . . . ;fp; y1; . . . ; yqÞ
0 and a sample generated by this process by z ¼ ðz1; . . . ; zT Þ

0, where T is the
sample size. Let Sz be the covariance matrix of z, then the likelihood function is

Lðzjb; s2Þ ¼ ð2pÞ�T=2
jSzj

�1=2 exp �
z0S�1

z z

2

� �
.

Let ztjt�1 ¼ E½ztjzt�1; . . . ; z1� for t ¼ 1; . . . ;T , be the one-step ahead predictions obtained by
minimizing the mean squared errors, where z1j0 ¼ E½z1�, and let et ¼ zt � ztjt�1 be the
corresponding one-step ahead prediction errors with variances E½ðzt � ztjt�1Þ

2
� ¼ s2v2

tjt�1, and
where varðz1Þ ¼ s2v2

1j0. The log-likelihood, ‘ðzjb; s2Þ ¼ log Lðzjb; s2Þ, can be written as
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and the MLE of s2 is given by
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and, using (2), the MLE of b, bbMLE, maximizes the concentrated log-likelihood given by

SðbÞ ¼
1
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