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Information criterion for Gaussian change-point model
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Abstract

AIC-type information criterion is generally estimated by the bias-corrected maximum log-likelihood. In
regular models, the bias can be estimated by p, where p is the number of parameters. The present paper
considers the AIC-type information criterion for change-point models which are not regular, the bias of
which will not be the same as for regular models. The bias is shown to depend on the expected maximum of
a random walk with negative drift. Furthermore, it is shown that by using an approximation to a Brownian
motion, the evaluated bias is given by 3m þ pm (not m þ pm), where m is the number of change-points and
pm is the number of regular parameters, which differs from regular models.
r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Change-point problems have been applied using data from various fields, such as annual Nile
river flow data (Cobb, 1978), coal mining disaster data (Jarrett, 1979) and stock price data (Chen
and Gupta, 1997), and several statistical methods for analyzing change-point problems have been
proposed and discussed. Consistent estimators of the change-point were reported by Hinkley
(1970), Carlstein (1988) and Loader (1996). The asymptotic properties of the likelihood ratio test
statistics for detecting the change-point were investigated by James et al. (1987), Horváth (1993),
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Yao (1993), Davis et al. (1995) and Ninomiya (2004). One difficulty involved in handling the
change-point is that the change-point is not a regular parameter, so that the conventional
asymptotic normalities of the above estimators do not hold and the test statistics mentioned above
do not converge to w2 statistics. Because of this difficulty, unlike the Schwarz-type information
criterion (Yao, 1988; Lee, 1995; Braun et al., 2000). AIC-type information criterion, which is an
information criterion based on the Kullback–Leibler divergence, for the change-point model has
not been discussed previously.
This paper presents the AIC-type information criterion for the Gaussian change-point model

for the purpose of model selection, including estimation of the number of change-points. The
AIC-type information criterion is generally estimated by the bias-corrected maximum log-
likelihood. In regular models, the bias can be estimated by the number of parameters, p, and
multiplying the bias-corrected maximum log-likelihood by �2 yields the AIC (Akaike, 1973). In
change-point models, the bias cannot be obtained by this method, because the change-point is not
a regular parameter. This paper shows that the bias depends on the expected value of the
maximum of a random walk with a negative drift. Furthermore, we show that by using an
approximation to a Brownian motion, the evaluated bias is given by 3m þ pm (not m þ pm), where
m is the number of change-points and pm is the number of regular parameters, which differs from
regular models.
This paper is organized as follows. The information criterion is constructed in Section 2. An

approximation of the penalty term to a Brownian motion is discussed in Section 3, and the
approximation is supported by numerical experiments in Section 4.

2. Main results

Assuming that fX i; 1pipng is an independent d-dimensional Gaussian sequence with common
variance, that is, the density function of X i is

f ðxjmi;SÞ ¼ ð2pÞ�d=2
ðdetSÞ�1=2 expf�ðx � miÞ

TS�1ðx � miÞg, (1)

where mi 2 Rd and S is positive definite d 
 d matrix. In addition, we assume that the parameters
change as follows:

m1 ¼ � � � ¼ mk�ð1Þ ¼ mð1Þamk�ð1Þ
þ1 ¼ � � � ¼ mk�ð2Þ ¼ mð2Þa � � �amk�ðmÞ

þ1 ¼ � � � ¼ mn ¼ mðmþ1Þ, (2)

that is, k�ð1Þ; . . . ; k�ðmÞ are change-points. k�
¼ ðk�ð1Þ; . . . ; k�ðmÞ

Þ is unknown and satisfies the
condition that k�=n is constant as n ! 1: This assumption for asymptotic theory is usual in
change-point analysis (see Csörg +o and Horváth, 1996, for example). Note that the following
theory can be extended to a class of dependent sequences, such as weakly dependent stationary
sequences. However, we assume independence based on previous reports regarding change-points
and on the ease of extension.
Let k̂X ; m̂X and ŜX be the maximum likelihood estimator of k�; m and S based on X ¼

ðX 1; . . . ;X nÞ; and let f ðX jk�;m;SÞ be the joint density function of X. According to the AIC, and
the extended versions thereof, (for example, Konishi and Kitagawa, 1996), model selection can be
approached by trying to minimize the Kullback–Leibler divergence of the true model with respect
to the fitted model, that is, by trying to maximize the expected log-likelihood
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