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On the Poisson–binomial relative error
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Abstract

This paper analyses the goodness of Poisson approximation to the binomial distribution with parameters
n and p.
In order to stress the importance of the smallness of p to obtain a good approximation, the relative error

is analysed when p is fixed and n tends to infinity. We find the relative error pointwise limit and its
asymptotic distribution; we also show that the asymptotic mean relative error gives an approximation of
the mean relative error.
Finally we give numerical estimates of all these approximations.
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1. Introduction

The binomial distribution with parameters n and p is usually approximated by the Poisson
distribution with parameter l ¼ np; when n is large and p is small.
How small must p be and how large must n be in order to have a good approximation?
In Johnson et al. (1992) it is noted that the maximum error is practically independent of n and

approaches zero as p approaches zero. This observation makes us focus our attention on the
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importance of the smallness of p in order to have a good approximation. We point out this
concept, showing that, for every fixed p, the goodness of the approximation cannot be improved
by increasing n and that the error strictly depends on p. This result is obtained by studying the
value

f nðxÞ ¼
poiðx; lÞ � binðx; n; pÞ

binðx; n; pÞ

����
���� ¼ poiðx; lÞ

binðx; n; pÞ
� 1

����
���� with l ¼ np;

which is the relative error at x if binðx; n; pÞ is replaced by poiðx; lÞ; where obviously binðx; n; pÞ ¼
n
x

� �
pxð1� pÞn�x and poiðx; lÞ ¼ ðlx=x!Þe�l:
In this paper, we analyse the relative error for a fixed p as n tends to infinity. Given p, the

pointwise limit of the relative error is studied in Section 2. In Section 3 we find the relative error
asymptotic distribution and we show that its mean gives an approximation of the mean relative
error. In the last section numerical examples show that the pointwise approximation and the
asymptotic mean relative error provide good estimates for finite n.
Burr (1973) gave another approximation of f nðxÞ; which is accurate as p tends to zero.

Inequalities for the ratio poiðx; lÞ=binðx; n; pÞ are in Johnson et al. and Feller (1950). On the other
hand, Anderson and Samuels (1965) analysed the absolute error between cumulative distribution
functions. Other approaches relating to the problem of the Poisson approximation to the binomial
distribution can be found in the literature. For example, bounds on the tails of both distributions
can be found in Shorack and Wellner (1986) and Johnson et al.

2. Relative error

The relative error f nðxÞ depends on the ratio

aðxÞ ¼
poiðx; npÞ

binðx; n; pÞ
with x 2 f0; 1; . . . ; ng:

Proposition 1. As x runs from 0 to n; the ratio aðxÞ first decreases, then increases, reaching the
minimum at x ¼ bnp þ 1c:

Proof. Since

aðxÞ

aðx � 1Þ
¼

poiðx; npÞ

poiðx � 1; npÞ

binðx � 1; n; pÞ

binðx; n; pÞ
¼

np

x

xð1� pÞ

ðn � x þ 1Þp
¼

nð1� pÞ

ðn � x þ 1Þ
;

the term aðxÞ is smaller than the preceding one for xonp þ 1 and is greater for x4np þ 1: If
x ¼ np þ 1 happens to be an integer, then aðxÞ ¼ aðx � 1Þ: Therefore, the minimum of aðxÞ is
achieved at the largest integer, x; less than or equal to np þ 1; that is x ¼ bnp þ 1c: &

As x increases, the terms binðx; n; pÞ are first smaller, then larger, and then again smaller than
poiðx; npÞ and the maximum of f nðxÞ; is reached for x ¼ 0; for x ¼ bnp þ 1c or for x ¼ n: When
nX3; this maximum is reached for the extreme values 0 or n. For n sufficiently large, the maximum
of f nðxÞ is reached for x ¼ 0; when pX1� e�1; and for x ¼ n; when po1� e�1:
We focus our attention on the values around the mean np, so that, for a given n 2 N; every

x 2 f0; 1; 2; . . . ; ng can be written as xðn; cÞ ¼ bnp þ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
npð1� pÞ

p
c; for suitable real numbers c.
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