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Abstract

We developed an algorithm to search for new orthogonal arrays, OAð4r, r12p, 2), for odd r. With it, we
found new orthogonal arrays with 4r ¼ 36 through 124 runs. Many other new arrays can be obtained from
these new arrays.
r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Let OAðn; apbq; . . . ; 2Þ denote a strength 2 orthogonal array with n runs or rows and p þ q þ � � �

columns or factors, p with a levels, q with b levels, and so on. It is well known that strength 2
orthogonal arrays are useful plans for main-effects experimental designs (Rao, 1947; Hedayat et
al., 1999; and many others).
We developed an algorithm to search for the maximum number of two-level factors, p, in

orthogonal arrays of the form OAð4r; r12p; 2Þ. Small examples from this family include
OAð12; 3124; 2Þ, OAð20; 5128; 2Þ, and OAð28; 71212; 2Þ. If the r-level column of the
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OAð4r; r12p; 2Þ is deleted, then it becomes a resolvable OAð4r; 2p; 2Þ which can be partitioned into r

strength 1 orthogonal arrays. Suen (1989) considered the construction of OAð4r; r12p; 2Þ (or
resolvable OAð4r; 2p; 2Þ). It is known that if r ¼ 1; 2 or a multiple of 4 (i.e. r is a Hadamard number),
then p can reach its upper bound 3r. If r is even but not a multiple of 4, then an OAð4r; r122rþ2; 2Þ (i.e.
p ¼ 2r þ 2) can be constructed. When r41 is an odd number, a theoretical construction is not
known. We can only find this type of orthogonal array with computerized searches.
Our search algorithm is based on the work of Suen (1989). Suen showed that OAð4r; r12p; 2Þ

can be constructed from an r � p matrix with entries: x; y; z;�x;�y;�z where x0 ¼ ð1 1� 1� 1Þ,
y0 ¼ ð1� 1 1� 1Þ, and z0 ¼ ð1� 1� 1 1Þ. In the first two examples with 12 and 20 runs, Suen
showed the maximum number of two-level factors is 4 and 8, respectively. For all larger cases, the
maximum p is unknown. With our algorithm and modern computers, we were able to search
longer and faster and hence find designs that he could not find. Our results show the maximum p
that we found empirically for each case, not a combinatorially proven maximum.

2. Search algorithm

Our algorithm is straightforward, and it is shown in its entirety in the appendix. The
implementation is in SAS=IMLs (SAS, 2003). Other approaches, such as compiled C, would run
faster, but an IML implementation is both convenient and compact. Furthermore, what we lose in
efficiency we can gain by running on multiple computers. The algorithm starts by initializing
column 1 with r copies of x. Then the algorithm seeks a second orthogonal column given the first,
then a third orthogonal column given the first two, and so on. The algorithm is entirely sequential;
no attempts are made to go back and change a previously found column. When the algorithm
gives up without finding the next column, it goes back and starts over again beginning with
column two. This outer loop is similar to the approach Xu (2002) used to find new orthogonal
arrays and Kuhfeld (2005b) used to find new difference schemes.
Each search for a new column consists of repeatedly running several steps, each time based on a

different random start. First, a 4r � 1 vector consisting of r subvectors chosen randomly from
ðx; y; z;�x;�y;�zÞ is generated, then the scalar products are evaluated with the previous columns.
Care is taken to minimize the size of the scalar products computed at each step and update rather
than recalculate results. The algorithm tries replacing each of the r entries in turn with each
element of ðx; y; z;�x;�y;�zÞ. Replacements that move the scalar products closer to zero are
performed until either an orthogonal column is found or the algorithm gives up and tries a new
random start. For large problems and higher-order columns, it may take many random starts to
find the next orthogonal column, so it is important to not give up too early. For example, the last
three columns of OAð116; 291223; 2Þ were found after (21, 26, 90)-million tries.
The maximum number of random starts for each column varies by column number.

Throughout the course of our searches, we made many changes to these numbers. This
implementation generates maxima of 2:3j, where j is the index of the column being sought. For
example, the maximum number of random starts for columns 5, 10, 15, and 20 are 65, 4143,
266,636, and 17,161,559, respectively. The maximum number of searches is set to 100 million for
column 23 and beyond. The algorithm will start over at column two very quickly if it has trouble
finding any of the first few columns. However, the farther it gets, the longer it works on each new

ARTICLE IN PRESS

W.F. Kuhfeld, C.-y. Suen / Statistics & Probability Letters 75 (2005) 169–178170



Download	English	Version:

https://daneshyari.com/en/article/10526154

Download	Persian	Version:

https://daneshyari.com/article/10526154

Daneshyari.com

https://daneshyari.com/en/article/10526154
https://daneshyari.com/article/10526154
https://daneshyari.com/

