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Abstract

We describe how to test whether the distribution functions of errors from two linear regression models
are the same, with statistics based on empirical distribution functions constructed with residuals. A smooth
bootstrap method is used to approximate critical values. Simulations show that the procedure works well in
practice.
r 2005 Elsevier B.V. All rights reserved.
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1. Introduction

Consider two linear regression models

Y ji ¼ X 0
jibj þ sjUji; j ¼ 1; 2; i ¼ 1; . . . ; nj, (1)

where fY jig
nj

i¼1 are observations, fX jig
nj

i¼1 are known design vectors in Rkj , bj 2 Rkj and sj 2

ð0;þ1Þ are unknown parameters and the errors fUjig
nj

i¼1 are independent and identically
distributed (i.i.d.) random variables such that EðUjiÞ ¼ 0, EðU2

jiÞ ¼ 1 (hereafter j ¼ 1; 2).
Assuming independence between the two samples, the objective of this article is to propose a
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test procedure to face the hypotheses

H0: F1ð
Þ ¼ F2ð
Þ versus H1: F1ð
ÞaF2ð
Þ,

where Fjð
Þ is the distribution function of Uji, assumed to be continuous. Observe that H0 states
that the distribution functions of Y 1i and Y 2i are the same except for differences in the mean,
which may depend on regressors, and the variance. Testing whether Y 1i and Y 2i belong to the
same location-scale family is a specific case of (1), taking X ji ¼ 1. However, testing whether the
distribution functions of Y 1i and Y 2i are the same except for differences only in the mean is not a
specific case of (1), but can be dealt with using the same method that we describe here.

The problem that we study arises in many contexts in applied work. In Economics, for example,
the productivity of a firm is defined as the error from a regression model, and the researcher is
often interested in comparing the distribution functions of productivity of firms from two
different groups. In applied medical studies, the researcher is sometimes interested in comparing
the distribution functions of certain standardized variables with data from healthy and unhealthy
individuals. In these cases, the usual approach to testing for the equality of the distribution
functions is to test for the equality of just some moments or, with a parametric approach, to
propose parametric models for the errors and then test whether the parameters estimated are
equal. Instead, we propose to compare the distribution functions without assuming any
parametric form for them.

If errors were observable, we would have to test whether two observable variables come
from the same distribution; thus we could use a Kolmogorov–Smirnov statistic
Kn1;n2

:¼½n1n2=ðn1 þ n2Þ�
1=2supz2RjF1n1

ðzÞ � F2n2
ðzÞj, where Fjnj

ð
Þ denotes the empirical dis-

tribution function based on fUjig
nj

i¼1, or a Cramér–von Mises statistic
Cn1;n2

:¼½n1n2=ðn1 þ n2Þ
2
�½
P2

j¼1

Pnj

i¼1fF1n1
ðUjiÞ � F2n2

ðUjiÞg
2�. If H0 is true and F1ð
Þ is continuous,

these statistics are distribution free and their asymptotic behavior is known. So they can be used
to perform a consistent test (see e.g. Shorack and Wellner (1986), Section 9.9). In our context, we
do not observe errors Uji, but given estimates bbj and bsj we can construct residuals bUji ¼

ðY ji � X 0
ji
bbjÞ=bsj, for i ¼ 1; . . . ; nj, and the residual-based statistics

bKn1;n2
:¼

n1n2

ðn1 þ n2Þ

� �1=2

sup
z2R

jbF1n1
ðzÞ � bF2n2

ðzÞj,

bCn1;n2
:¼

n1n2

ðn1 þ n2Þ
2

� �X2

j¼1

Xnj

i¼1

fbF1n1
ð bUjiÞ � bF2n2

ð bUjiÞg
2,

where bFjnj
ð
Þ denotes the empirical distribution function based on f bUjig

nj

i¼1. These are the statistics
whose properties are studied here.

In a one-sample context, the properties of nonparametric residual-based statistics similar to
these are well known. Pierce and Kopecky (1979) and Loynes (1980) prove that the replacement of
errors by residuals provokes changes in the asymptotic distribution of goodness-of-fit statistics
based on the empirical distribution function; their results were generalized by Bai (1994) and Koul
(1996), among others. Koul (1996) also proposes the use of a two-sample statistic similar to bKn1;n2

to the test for the equality of the distribution functions of regression errors before and after a
known change point, and proves that his statistic is asymptotically distribution free; but there is a
crucial difference between our problem and the change point problem: in our context, it is natural
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