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Abstract

Exact forms of Rényi and Shannon entropies are determined for several multivariate distributions,
including multivariate t, multivariate Cauchy, multivariate Pearson type VII, multivariate Pearson type II,
multivariate symmetric Kotz type, multivariate logistic, multivariate Burr, multivariate Pareto type I,
multivariate Pareto type II, multivariate Pareto type III, multivariate Pareto type IV, Dirichlet, inverted
Dirichlet, multivariate Liouville, multivariate exponential, multivariate Weinman exponential, multivariate
ordered Weinman exponential, bivariate gamma exponential, bivariate conditionally specified exponential,
multivariate Weibull and multivariate log-normal. Monotonicity properties of Rényi and Shannon
entropies for these distributions are also studied. We believe that the results presented here will serve as an
important reference for scientists and engineers in many areas.
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1. Introduction

Let ðX;B;PÞ be a probability space. Consider a probability density function (pdf) f associated
with P, dominated by a s-finite measure m on X: Denote by HShðf Þ the well-known Shannon
entropy introduced in Shannon’s (1948) paper on the mathematical theory of communication. It
is defined by

HShðf Þ ¼ �

Z
X

f ðxÞ log f ðxÞdm: (1)

Since Shannon’s (1948) pioneering work, entropy (1) has been used as a major tool in information
theory and in almost every branch of science and engineering. Numerous entropy and information
indices (cf. Burbea and Rao (1982) for the definition of the generalized j-entropy, Vajda (1989)
and Arndt (2001)) have been developed and used in various disciplines and contexts. Information
theoretic principles and methods have become integral parts of probability and statistics and have
been applied in various branches of statistics and related fields (cf. Soofi (2000) and references
therein).
One of the main extensions of Shannon entropy was defined by Rényi (1961). This generalized

entropy measure is given by

JRðlÞ ¼ JRðl; f Þ ¼
log GðlÞ
1� l

(2)

(for l40 and la1), where

GðlÞ ¼
Z

X

f l dm: (3)

The additional parameter l is used to describe complex behavior in probability models and the
associated process under study. Rényi entropy JRðlÞ is monotonically decreasing in l; while
Shannon entropy (1) is obtained from (2) for l " 1: These entropy measures have been compared
by several authors (cf. Golan and Perloff (2002) and references therein). They share the following
properties:

(i) Rényi’s entropy is non-negative for any arbitrary f. Shannon entropy is non-negative only in
the discrete case, i.e. when m is a counting measure.

(ii) HShðf Þ is concave in f. JRðlÞ is also concave in f because we restrict the parameter l to be
strictly positive. If lo0 then Rényi entropy is convex in f.

(iii) The two entropy measures differ in terms of their additivity properties. Shannon entropy
satisfies the additive decomposition property, i.e. for two random vectors X and Y with the
joint pdf f X ;Y and associated marginal and conditional pdfs f X ; f Y ; f X jY and f Y jX ;

HShðf X ;Y Þ ¼ HShðf Y Þ þ EY ½HShðf X jY Þ	 ¼ HShðf X Þ þ EX ½HShðf Y jX Þ	:

However this property does not hold for Rényi’s entropy JRðlÞ: If X and Y are independent
then the above equation reduces to the property of standard additivity HShðf X ;Y Þ ¼

HShðf X Þ þHShðf Y Þ which holds for both Rényi and Shannon entropies.
(iv) Maximum entropy principle is a widely used estimation method applied for linear and

nonlinear estimation models (cf. Golan et al. (1996) among others). Maximum entropy
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