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Abstract

We consider asymptotic distributions of maximum deviations of sample covariance matrices, a fun-
damental problem in high-dimensional inference of covariances. Under mild dependence conditions on
the entries of the data matrices, we establish the Gumbel convergence of the maximum deviations. Our
result substantially generalizes earlier ones where the entries are assumed to be independent and identi-
cally distributed, and it provides a theoretical foundation for high-dimensional simultaneous inference of
covariances.
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1. Introduction

Let Xn =

X i j


1≤i≤n,1≤ j≤m be a data matrix whose n rows are independent and identically
distributed (i.i.d.) as some population distribution with mean vector µn and covariance matrix Σn .
High dimensional data increasingly occur in modern statistical applications in biology, finance
and wireless communication, where the dimension m may be comparable to the number of
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observations n, or even much larger than n. Therefore, it is necessary to study the asymptotic
behavior of statistics of Xn under the setting that m = mn grows to infinity as n goes to infinity.

In many empirical examples, it is often assumed that Σn = Im , where Im is the m ×m identity
matrix, so it is important to perform the test

H0 : Σn = Im (1)

before carrying out further estimation or inference procedures. Due to high dimensionality,
conventional tests often do not work well or cannot be implemented. For example, when m > n,
the likelihood ratio test (LRT) cannot be used because the sample covariance matrix is singular;
and even when m < n, the LRT is drifted to infinity and leads to many false rejections if m is
also large [1]. Ledoit and Wolf [16] found that the empirical distance test [21] is not consistent
when both m and n are large. The problem has been studied by several authors under the “large n,
large m” paradigm. Bai et al. [1] and Ledoit and Wolf [16] proposed corrections to the LRT and
the empirical distance test respectively. Assuming that the population distribution is Gaussian
with µn = 0, [14] used the largest eigenvalue of the sample covariance matrix X⊤

n Xn as the test
statistic, and proved that its limiting distribution follows the Tracy–Widom law [27]. Here we
use the superscript ⊤ to denote the transpose of a matrix or a vector. His work was extended to
the non-Gaussian case by Soshnikov [24] and Péché [22], where they assumed the entries of Xn
are i.i.d. with sub-Gaussian tails.

Let x1, x2, . . . , xm be the m columns of Xn . In practice, the entries of the mean vector µn are
often unknown, and are estimated by x̄i = (1/n)

n
k=1 Xki . Write xi − x̄i for the vector xi − x̄i 1n ,

where 1n is the n-dimensional vector with all entries being one. Let σi j = Cov(X1i , X1 j ),
1 ≤ i, j ≤ m, be the covariance function, namely, the (i, j)th entry of Σn . The sample co-
variance between columns xi and x j is defined as

σ̂i j =
1
n
(xi − x̄i )

⊤(x j − x̄ j ).

In high-dimensional covariance inference, a fundamental problem is to establish an asymptotic
distributional theory for the maximum deviation

Mn = max
1≤i< j≤m

|σ̂i j − σi j |.

With such a distributional theory, one can perform statistical inference for structures of covari-
ance matrices. For example, one can use Mn to test the null hypothesis H0 : Σn = Σ (0), where
Σ (0) is a pre-specified matrix. Here the null hypothesis can be that the population distribution is
a stationary process so that Σn is Toeplitz, or that Σn has a banded structure.

It is very challenging to derive an asymptotic theory for Mn if we allow dependence among
X11, . . . , X1m . Many of the earlier results assume that the entries of the data matrix Xn are i.i.d..
In this case σi j = 0 if i ≠ j . The quantity

Ln = max
1≤i< j≤m

|σ̂i j |

is referred to as the mutual coherence of the matrix Xn , and is related to compressed sensing (see
for example [9]). Jiang [13] derived the asymptotic distribution of Ln .

Theorem 1 ([13]). Suppose X i, j , i, j = 1, 2, . . . are independent and identically distributed as
ξ which has variance one. Suppose E|ξ |

30+ϵ < ∞ for some ϵ > 0. If n/m → c ∈ (0, ∞), then
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