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#### Abstract

Let $X_{1}, X_{2}, \ldots$ be independent identically distributed (i.i.d.) random variables with $\mathbb{E} X_{k}=0, \operatorname{Var} X_{k}=$ 1. Suppose that $\varphi(t):=\log \mathbb{E} e^{t X_{k}}<\infty$ for all $t>-\sigma_{0}$ and some $\sigma_{0}>0$. Let $S_{k}=X_{1}+\cdots+X_{k}$ and $S_{0}=0$. We are interested in the limiting distribution of the multiscale scan statistic $$
\mathbf{M}_{n}=\max _{0 \leq i<j \leq n} \frac{S_{j}-S_{i}}{\sqrt{j-i}} .
$$

We prove that for an appropriate normalizing sequence $a_{n}$, the random variable $\mathbf{M}_{n}^{2}-a_{n}$ converges to the Gumbel extreme-value law $\exp \left\{-e^{-c x}\right\}$. The behavior of $\mathbf{M}_{n}$ depends strongly on the distribution of the $X_{k}$ 's. We distinguish between four cases. In the superlogarithmic case we assume that $\varphi(t)<t^{2} / 2$ for every $t>0$. In this case, we show that the main contribution to $\mathbf{M}_{n}$ comes from the intervals $(i, j)$ having length $l:=j-i$ of order $a(\log n)^{p}, a>0$, where $p=q /(q-2)$ and $q \in\{3,4, \ldots\}$ is the order of the first non-vanishing cumulant of $X_{1}$ (not counting the variance). In the logarithmic case we assume that the function $\psi(t):=2 \varphi(t) / t^{2}$ attains its maximum $m_{*}>1$ at some unique point $t=t_{*} \in(0, \infty)$. In this case, we show that the main contribution to $\mathbf{M}_{n}$ comes from the intervals $(i, j)$ of length $d_{*} \log n+a \sqrt{\log n}$, $a \in \mathbb{R}$, where $d_{*}=1 / \varphi\left(t_{*}\right)>0$. In the sublogarithmic case we assume that the tail of $X_{k}$ is heavier than $\exp \left\{-x^{2-\varepsilon}\right\}$, for some $\varepsilon>0$. In this case, the main contribution to $\mathbf{M}_{n}$ comes from the intervals of length $o(\log n)$ and in fact, under regularity assumptions, from the intervals of length 1 . In the remaining, fourth case, the $X_{k}$ 's are Gaussian. This case has been studied earlier in the literature. The main contribution


[^0]comes from intervals of length $a \log n, a>0$. We argue that our results cover most interesting distributions with light tails. The proofs are based on the precise asymptotic estimates for large and moderate deviation probabilities for sums of i.i.d. random variables due to Cramér, Bahadur, Ranga Rao, Petrov and others, and a careful extreme value analysis of the random field of standardized increments by the double sum method. (c) 2014 Elsevier B.V. All rights reserved.
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## 1. Introduction and statement of results

### 1.1. Introduction

Suppose we are given a long sequence of observations. The observations are assumed to be independent identically distributed (i.i.d.) random variables with zero mean and unit variance, except, possibly, for a short interval, where the observations have positive mean. This interval may be interpreted as a signal in an i.i.d. noise. The question is how to decide whether a signal is present and if yes, how to locate it. A natural approach is to build a multiscale scan statistic. For every interval we compute the sum of the observations in this interval divided by the square root of the length of the interval. Large values of this normalized sum indicate the presence of a signal. Since no a priori knowledge about the location and length of the interval containing the signal is available, we take the maximum of such normalized sums over all possible intervals of all possible lengths. Scan statistics with windows of fixed size have been much studied; see, e.g., [16,17]. A large class of limit theorems dealing with fixed window size are the Erdös-Rényi-Shepp laws; see, e.g., [10-14,6]. The scan statistic we are interested in is built using windows of all possible sizes. In order to use this statistic for testing purposes we need to know its asymptotic distribution under the null hypothesis.

We arrive at the following problem. Let $X_{1}, X_{2}, \ldots$ be i.i.d. non-degenerate random variables with $\mathbb{E} X_{k}=0, \operatorname{Var} X_{k}=1$. Consider a random walk given by $S_{k}=X_{1}+\cdots+X_{k}, k \in \mathbb{N}$, and $S_{0}=0$. For $n \in \mathbb{N}$ define the multiscale scan statistic $\mathbf{M}_{n}$ by

$$
\begin{equation*}
\mathbf{M}_{n}=\max _{0 \leq i<j \leq n} \frac{S_{j}-S_{i}}{\sqrt{j-i}} \tag{1}
\end{equation*}
$$

Following results on the asymptotic behavior of $\mathbf{M}_{n}$ as $n \rightarrow \infty$ are known. For random variables with finite exponential moments, Shao [39], confirming and extending a conjecture of Révész [38], proved that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\mathbf{M}_{n}}{\sqrt{2 \log n}}=\sqrt{m_{*}} \quad \text { a.s. } \tag{2}
\end{equation*}
$$

Here, $m_{*} \in[1, \infty]$ is a constant determined explicitly in terms of the distribution of $X_{1}$. Shao's proof has been considerably simplified by Steinebach [43]; see also [23] for a multidimensional generalization. This describes the a.s. rate of growth of $\mathbf{M}_{n}$. But what about the limiting distribution? In the case when $X_{1}, X_{2}, \ldots$ are i.i.d. standard Gaussian, Siegmund and Venkatraman [40]
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