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a b s t r a c t

Few investigations of health event clustering have evaluated residential mobility, though
causative exposures for chronic diseases such as cancer often occur long before diagnosis.
Recently developed Q-statistics incorporate human mobility into disease cluster investiga-
tions by quantifying space- and time-dependent nearest neighbor relationships. Using res-
idential histories from two cancer case-control studies, we created simulated clusters to
examine Q-statistic performance. Results suggest the intersection of cases with significant
clustering over their life course, Qi, with cases who are constituents of significant local clus-
ters at given times, Qit, yielded the best performance, which improved with increasing clus-
ter size. Upon comparison, a larger proportion of true positives were detected with
Kulldorf’s spatial scan method if the time of clustering was provided. We recommend using
Q-statistics to identify when and where clustering may have occurred, followed by the scan
method to localize the candidate clusters. Future work should investigate the generaliz-
ability of these findings.

� 2012 Elsevier Ltd. All rights reserved.

1. Background

Disease cluster investigations often result in null find-
ings (Schulte et al., 1987), prompting some to argue there
is little value in studying clusters of health events
(Rothman, 1990). This perception can be attributed to sev-
eral factors: (1) historically, cluster investigations were lim-
ited to pre-identified subjectively defined disease clusters,
as opposed to systematic examination of representative
incidence data; (2) residential histories and thus disease
latency were ignored; and (3) cases are typically aggregated
into arbitrary geographic units, making results ecologic in
nature, and subject to the modifiable area unit problem

(Meliker et al., 2009; Rothman, 1990). In recent years, epi-
demiologists have collected detailed address information
as part of a residential history for the purpose of geocoding
and mapping residences, thereby permitting systematic
examination of disease patterns over the life-course. Accu-
rate and complete historical residence locations can be used
to overcome the three main limitations described above.

Statistical approaches for investigating space–time pat-
terns are being developed to aid in the analysis of geocoded
residential history data in epidemiologic studies. While doz-
ens of approaches are available for quantifying patterns on
disease maps (e.g. Besag and Newell, 1991; Cuzick and
Edwards, 1990; Kulldorff and Nagarwalla, 1995; Kulldorff
et al., 2006; Tango and Takahashi, 2005; Turnbull et al.,
1990; Waller and Turnbull, 1993; Waller et al., 1995), most
of these tests were developed for spatially static datasets
and do not account for mobile populations. Recently, several
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methods have been developed for investigating space–time
patterns in mobility data (Jacquez et al., 2005; Sabel et al.,
2009; Webster et al., 2006). Our group has been involved
in development of Q-statistics for evaluating space–time
clustering in residential histories of case-control data
(Jacquez et al., 2005, 2006). The Q-statistics utilize nearest
neighbor calculations to evaluate local and global clustering
at any moment in the life-course of the residential histories
of cases relative to the residential histories of controls.

Given the exploratory nature of space–time clustering
investigations, these Q-statistics can be re-calculated when-
ever a participant changes residence and thus can result in
hundreds or thousands of local test statistics depending
on the mobility of the population. As a result of these multi-
ple tests, interpreting statistical significance can be a chal-
lenge. Bonferonni-type corrections are known to be overly
conservative (Hochberg, 1988), with alternatives making
use of simulation studies of receiver operating curves and
false discovery rate (FDR) adjustments (Kleinman and
Abrams, 2006; Narum, 2006; Read et al., 2007; Caldas de
Castro and Singer, 2005; Catelan and Biggeri, 2010).
Approaches accounting for multiple testing that combine
information from two of the Q-statistics, Qi and Qit are pre-
sented. These new approaches combine Qit and Qi to identify
whether individuals with significant clustering over their
life course co-occur in space and time.

The number of nearest neighbors (k) used to calculate a
Q-statistic is a user-defined parameter. The selection of k is
important, as a k too large can result in over-smoothing
and a failure to detect smaller clusters, while a k too small
may result in an inability to differentiate true and false
positives (Cuzick and Edwards, 1990). Certain cluster and
population characteristics influence the most appropriate
k and performance of the Q-statistics; these include cluster
density (number of cases relative to number of controls in
the cluster region), size of the overall population, size of
the cluster, and mobility of the population. Though we
could not exhaustively evaluate each characteristic here
because this would require hundreds of thousands of sim-
ulations, we did explore a range of different populations
and geographies using different cluster sizes within multi-
ple regions. In this report we create a series of clusters
across a range of these cluster and population characteris-
tics to examine performance of Q-statistics and sensitivity
of results to choice of k nearest neighbors. Simulations are
run using residential history data from two large case-
control studies in the United States (US) and Denmark.
Our objective is to use these simulations to (1) guide devel-
opment of protocols for using and interpreting Q-statistics
such that researchers can differentiate true local space–
time clusters from false positives, and (2) to provide
guidance on specification of the appropriate number of k
nearest neighbors to use in an analysis.

2. Methods

2.1. Background on Q-statistics

Jacquez et al. (2005) develop global and local tests for
case-control clustering of residential histories. Readers

unfamiliar with Q-statistics may wish to refer to the origi-
nal work; these are described briefly here. Q-statistics rely
on a matrix representation that describes how spatial near-
est neighbor relationships change through time. A person’s
residential history is represented as a space–time thread
using a step function (Fig. 1).

To identify the location and timing of significant clus-
tering, the following spatially and temporally local case-
control cluster statistic is used:

Q ðkÞi;t ¼ ci

Xk

j¼1

gðkÞi;j;tcj: ð1Þ

This quantity is the count, at time t, of the number of k
nearest neighbors of case i that are cases, and not controls.
Individuals i and j have case-control identifiers, ci and cj de-
fined to be 1 if and only if a participant i is a case, and 0
otherwise. N is the total number of participants (cases
and controls) in a study. The term gðkÞi;j;t is a binary spatial
proximity metric that is 1 when participant j is a k nearest
neighbor at time t of participant i; otherwise it is 0. Since a
given individual i may have k unique nearest neighbors,
the Q ðkÞi;t statistic is in the range 0–k. When i is a control,
Q ðkÞi;t ¼ 0. When i is a case, low values indicate cluster avoid-
ance (e.g. a case surrounded by controls), and large values
indicate a cluster of cases. When Q ðkÞi;t ¼ k, at time t all of the
k nearest neighbors of case i are cases. The user must spec-
ify the value for k before a statistic is calculated; guidelines
on the specification of k is a topic of this research.

We also wish to calculate a subject-specific statistic that
integrates through time (Eq. (2)).

When integration is accomplished over a subject’s resi-
dential history we think of this as a ‘‘life-course’’ statistic
that assesses a tendency to have other cases, rather than
controls nearby over the life-course

Q ðkÞi ¼
Z T

t¼t0

Q ðkÞi;t dt: ð2Þ

A time-specific statistic that provides an overall mea-
sure of case clustering when all of the participants are con-
sidered together is given in Eq. (3). It is the sum, over all
cases, of the subject-specific and time-specific measure of
case clustering in Eq. (1)
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Fig. 1. Residential histories as space–time step functions. The axes x and y
define a geographic domain (e.g. longitude and latitude decimal degrees),
the t axis represents time (e.g. date). The study extends from time t0 to
time tT. The residential histories for persons i and j are shown as step
functions through space–time. For example, person i begins the study
residing at location xi, yi, t0. They remain at that geographic coordinate
until the instant before time t1, when they move to xi, yi, t1. The duration
of time they reside at this first place of residence is x0.
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