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Abstract

Segmenting multi-component microanalytical images consists in trying to find zones of the specimen with

approximate homogeneous composition, representing different chemical phases. This can be done through pixel

clustering. We first highlight some limitations of classical clustering algorithms (C-means and fuzzy C-means). Then, we

describe a new algorithm we have contributed to develop: the Parzen-watersheds algorithm. This algorithm is based on

the estimation of the probability density function of the whole data set in the feature space (through the Parzen

approach) and its partitioning using a method inherited from mathematical morphology: the watersheds method. Next,

we introduce a fuzzy version of this approach, where the pixels are characterized by their grades of membership to the

different classes. Finally, we show how the definition of the grades of membership can be used to improve the results of

clustering, through probabilistic relaxation in the image space. The different methods presented are illustrated through

an example in the field of electron energy loss mapping, where four elemental maps are concentrated in a single chemical

phase map.
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1. Introduction

The improvement of microanalytical techniques
allows us to record, simultaneously or not, the
maps of several elements constituting the specimen
under study. The observation of these different
maps permits us to interpret the content of the
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studied area of the specimen qualitatively. But
quantitative information remains difficult to infer.
One step towards a more quantitative interpreta-
tion will consist in concentrating the information
contained in the different elemental maps into a
single labelled map, where each label is associated
with a class of pixels.1 Each class of pixels is
characterized by a set of concentrations, one for
each of the studied elements.

There are several ways to go from the set of
elemental maps to the unique class map. A first
group of methods is interactive and sometimes
called interactive correlation partitioning. It con-
sists in selecting the different classes of pixels
interactively, within the two- or three-dimensional
scatterplot, and back-mapping the selected areas
into the real image space.

The second group of methods, on which we will
concentrate here, is automatic and we called it
automatic correlation partitioning. It consists in
automatically grouping similar pixels (that possess
similar elemental composition) into one class, the
number of classes being a priori unknown. This
process is known as clustering in artificial intelli-
gence and data analysis communities [1].

To the best of our knowledge, the first attempt
to introduce the idea of clustering in the frame-
work of imaging in microanalysis is in Ref. [2]. In
this work, an algorithm well-known in data
processing was introduced: the K-means algo-
rithm. A little later, Bonnet et al. [3] expanded
on this idea and presented more detailed applica-
tions of the K-means and the fuzzy C-means
algorithms, a fuzzy version of the K-means
algorithm.2

In parallel to their application to microanaly-
tical data sets, clustering techniques are also
evolving independently and we have contributed
to the development of a new technique that
overcomes some drawbacks of the previous ones.
In this paper, we illustrate the capabilities of
the new technique and its fuzzy version in the

framework of multi-component microanalytical
imaging.

The outline of the paper is the following. In the
next section, we summarize the C-means and fuzzy
C-means algorithms. We also emphasize their
weaknesses. In the following section, we present
the new algorithm we have developed (and called
the Parzen-watersheds algorithm) and its fuzzy
counterpart. We show how these algorithms
surpass the classical algorithms. Then, we illustrate
the application of the different algorithms to a set
of four elemental maps recorded through electron
energy-loss mapping. Finally, we draw some
conclusions.

2. Classical clustering algorithms: C-means and

fuzzy C-means

We start with a set of N elemental maps EM,
each one of size K ¼ width� height:

EMnðkÞ; n 2 f1; . . . ;Ng; k 2 f1; . . . ;Kg: (1)

Each pixel k of these maps can thus be described
by a vector, V k 2 ZN ; where ZN is the N-
dimensional space of positive integers:

Vk ¼ ½EM1ðkÞ; . . . ;EMnðkÞ; . . . ;EMN ðkÞ

T;

k 2 f1; . . . ;Kg: ð2Þ

The purpose of the clustering process is to group
pixels into a limited set of classes: c 2 f1; . . . ;Cg:
This must be done on the basis of the data set
alone, without the help of any additional training
set.3

The classical C-means algorithm aims at group-
ing objects (here, objects are pixels) in order to
minimize the objective function:

JC-means ¼
XC

c¼1

XK

k¼1

d2
ðV k;X cÞ; (3)

where Xc is the centre of class c and d is the
distance between object k and Xc.
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1Or voxels for three-dimensional microanalytical techniques.
2The K in ‘‘K-means’’ and the C in ‘‘fuzzy C-means’’ have

exactly the same meaning, i.e. the number of classes. So, in the

remaining of the paper, we will use ‘‘C-means’’ and ‘‘fuzzy

C-means’’, in order to avoid confusion.

3Other classification algorithms are based on the use of a

training set. We do not consider them in this paper.

J. Cutrona et al. / Ultramicroscopy 103 (2005) 141–152142



Download English Version:

https://daneshyari.com/en/article/10672685

Download Persian Version:

https://daneshyari.com/article/10672685

Daneshyari.com

https://daneshyari.com/en/article/10672685
https://daneshyari.com/article/10672685
https://daneshyari.com

