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A novel adaptive importance sampling method is proposed to estimate the structural failure probability. It
properly utilizes Markov chain algorithm to form an adaptive importance sampling procedure. The main
concept is suggesting the proposal distributions of Markov chain as the importance sampling density.
Markov chain states can adaptively populate the important failure regions thus the importance sampling
based on them will yield an efficient and accurate estimate of the failure probability. Compared with
existent methods, it does not need the solution of the design point(s) or the pre-sampling in the failure
region. Various examples are given to demonstrate the advantages of the proposed method.
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1. Introduction

In structural reliability analysis, the failure probability can be
defined as the following multifold probability integral:

P F =
∫

· · ·
∫
F

f (x)dx =
∫

· · ·
∫
Rn

I F (x) f (x)dx (1)

where x = [x1, x2, . . . , xn]T is the n-dimensional vector of ran-
dom variables; f (x) is the joint probability density function
(PDF) of x and I F (x) is the indicator function of the failure re-
gion F = {x: g(x)� 0} (where g(x) is the limit state function):
I F (x) = 1 if g(x) � 0 and I F (x) = 0 otherwise.

In order to evaluate the failure probability P F , it is necessary to
compute an integral over n-dimension space. However, in practice,
it is difficult to evaluate P F when the number of the dimensions
n is large or the failure region F has a complicated shape. In addi-
tion, the efficiency of the computing method is the main concern
when dealing with a practical problem, as reliability analysis with
finite element model is usually quite time-consuming.

Several methods have been developed in order to solve the in-
tegral. Among which Monte Carlo simulation (MCS) [25] method
is one of the most widely used methods for handling complex
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problems. However, it shows a poor computational efficiency
in dealing with problems of small failure probability or prob-
lems with costly finite element analyses. Hence, many variance
reduction techniques have been developed to address this dis-
advantage, such as importance sampling [1,4,5,8,10–13,15,18,20,
21], subset simulation [6,7], and line sampling technique [23,24],
etc.

Importance sampling techniques have been developed over the
past few decades, and have been one of the most prevalent ap-
proaches in the structural reliability analysis. Its basic idea is to
shift underlying distribution towards the failure region to gain in-
formation from rare events more efficiently. It draws samples of
the random variables from a pre-selected distribution which is
concentrated in the important failure region. The success of the
method relies on the proper choice of the importance sampling
density (ISD). The optimal choice for the ISD is practically infea-
sible since it requires knowledge of failure probability a priori.
Several methods have been developed to construct the ISD, which
is the approximate optimal ISD or a different one. At present, the
most prevalent choices are those based on design point(s) [5,8,18]
or kernel density estimators [1,4,10–13,15,20,21].

A design point is usually obtained by solving a constrained op-
timization problem. When multiple design points exist, the search
for them may be difficult as it requires more sophisticated algo-
rithms for the optimization problem. Thus in an importance sam-
pling process, the search for design point(s) may occupy a great
portion of the total computational effort.
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The kernel sampling density (KSD) is constructed based on
the samples in the failure region which are simulated accord-
ing to f (x). It tends to the optimal ISD as the number of sam-
ples increases, thus it can be served as a good choice for the
ISD. However, it needs pre-sampling in the failure region F . The
points in F can be generated using standard rejection sampling
from the original PDF [1], however this is extremely inefficient in
cases where the failure probability is small. Another method which
adopts Markov chain Metropolis algorithm [19] can overcome this
drawback [4]. In this method, a number of points in F are simu-
lated as the states of a Markov chain and their PDF asymptotically
tends to the optimal ISD as the number of Markov chain steps in-
creases. Subsequently, a KSD estimator can be constructed based
on these points. The total computational cost of this approach
mainly consists of the simulation of Markov chain samples in order
to construct the KSD and the subsequent simulation of importance
sampling in the estimation of the failure probability. Some other
adaptive importance sampling strategies have also been developed,
i.e., the non-parametric adaptive ISD [20] and the cross-entropy
(CE) method [10,11,13]. In [20], a non-parametric adaptive impor-
tance sampling procedure was proposed which adapts the auxiliary
PDF (weight and kernels) by using an algorithm at each iteration
to approach the optimal ISD. The cross-entropy method [10,11,13]
can be seen as an adaptive importance sampling procedure. The
cross-entropy is a measure of closeness between two sampling dis-
tributions. The basic idea of the cross-entropy method is to choose
the ISD in a specified class of densities such that the cross-entropy
between the optimal ISD and implementing ISD is minimal. These
methods provide alternative and adaptive ways of approximating
the optimal ISD. Other strategies can also be found in literatures
to further improve the performance of importance sampling, i.e.,
adopting the splitting strategy as given in [21] or the surrogate
model (Kriging model) as in [15].

Recently, quasi-Monte Carlo (QMC) has gained more and more
popularity in studying multidimensional integration [9,14,22,26].
Compared with the traditional MCS method, quasi-Monte Carlo
method replaces the pseudo-random numbers used in MCS by
low-discrepancy sequences. Sobol [26] drew the conclusion that
applying quasi-Monte Carlo is more promising than Monte Carlo
algorithms and Bosserta et al. [9] also pointed out that the nu-
merical integration converges faster with a higher accuracy by us-
ing quasi-random numbers compared with using pseudo-random
numbers. The quasi-Monte Carlo method which is also called the
low-discrepancy sampling method has been applied in many fields,
i.e. computational physics, statistics and mathematical finance. Re-
cently, Nie and Ellingwood [22] and Dai and Wang [14] applied it
to structural reliability analysis. Various low-discrepancy sequences
were investigated in both Refs. [22] and [14]. Dai and Wang suc-
cessfully combined the low-discrepancy sequences with traditional
importance sampling technique to further improve the computa-
tional efficiency.

In this paper, a novel importance sampling approach, called
Markov chain importance sampling method (MCIS), is proposed
to efficiently handle structural reliability analysis. The innovative
part of this contribution is that the proposed method modify
the Markov chain Metropolis algorithm into an adaptive impor-
tance sampling procedure, thus the proposed method combines
the advantages of both the Markov chain Metropolis algorithm and
the importance sampling method. The basic idea of the proposed
method is to take the proposal distribution of Markov chain as the
ISD, and the Markov chain time steps are selected as the impor-
tance sampling centers. According to the property of the Metropo-
lis algorithm, Markov chain states can adaptively populate the im-
portant region, thus the proposed importance sampling based on
these states will yield an efficient and accurate estimate of the fail-
ure probability. The most desirable feature is that it can complete

the importance sampling with only an initial point, no more infor-
mation is needed, e.g. design point(s) or pre-samples. Furthermore,
the low-discrepancy sequence is adopted in the proposed method
to further improve the accuracy.

2. Original Markov chain Metropolis algorithm

Markov chain, also called Metropolis–Hastings algorithm, is a
very useful and powerful tool for simulating samples according to
an arbitrary PDF and it has become more and more widely used
in structural reliability analysis [4,6]. In the Metropolis–Hastings
algorithm, the samples are simulated as the states of a special
Markov chain whose limiting stationary distribution is equal to
the target PDF. This means that the PDF of the samples, which
are Markov chain states, converges to a unique limit, the target
PDF, as the number of Markov steps increases. In structural reli-
ability analysis, this algorithm can be used to efficiently simulate
the samples in the failure region and the samples can adaptively
populate the important failure region. Taking the optimal sampling
density f (x|F ) = I F (x) f (x)/P F as the stationary distribution, the
Markov chain states {x1, . . . , xM} (M is the total number of Markov
chain time steps) are asymptotically distributed as f (x|F ). See [4,
6,19] and [3] for more details of applying the Metropolis–Hastings
algorithm to reliability analysis.

The original Markov chain procedure for simulating samples
{x1, . . . , xM} with limit stationary distribution equal to target PDF
f (x|F ) is briefly described below.

(1) Select an initial state of Markov chain.
A ‘seed’ point x1 should be selected in the failure region F ei-

ther randomly or deterministically to start the sequence. It may
be obtained as a point simulated according to the PDF f (x), or be
assigned based on engineering judgment as a point that leads to
system failure. In most structural systems of practical interest the
determination of the point that lead to failure does not present se-
rious difficulties. Even if the current sample is not distributed as
f (x|F ), the limit distribution property of Markov chain guarantees
that the distribution of simulated samples will tend to f (x|F ) as
the number of Markov chain steps increases [3,4].

(2) Determine the ( j + 1)-th time step state x j+1 of Markov
chain.

Suppose the Markov chain is in j-th time step x j , then gen-
erate a new point ε from a chosen PDF, f ∗(ε|x j), called the
‘proposal distribution’, which is a PDF for ε depending on x j . Cal-
culate the ratio r = f (ε|F )/ f (x j |F ). If r > 1, then ε is accepted
as the ( j + 1)-th state, that is x j+1 = ε, otherwise ε is accepted
as the ( j + 1)-th state with probability r and x j is accepted as the
( j + 1)-th state with the remaining probability 1− r, i.e., x j+1 = x j ,
where a repeated state is obtained.

(3) Repeat step (2) until M Markov chain states, {x1, . . . , xM},
are obtained.

3. Markov chain importance sampling method

The proposed method is to modify the original Markov chain
Metropolis algorithm to establish an adaptive importance sampling
procedure. It takes the proposal distribution of Markov chain as
the ISD, and the Markov chain time step states are selected as the
sampling centers, thus it can properly combine the advantages of
both the Markov chain Metropolis algorithm and the importance
sampling method. The Markov chain states can adaptively popu-
late the importance failure region, thus the importance sampling
centered on these states owns high efficiency in exploring the im-
portant failure region.

The procedure of the proposed method is illustrated firstly. It
stems form the original Markov chain algorithm, but several mod-
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