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Abstract

Objective: Studies measuring interobserver agreement (reliability) are common in clinical practice, yet discussion of appropriate sam-
ple size estimation techniques is minimal as compared with clinical trials. The authors propose a sample size estimation technique to
achieve a prespecified lower and upper limit for a confidence interval for the k coefficient in studies of interobserver agreement.

Study Design and Setting: The proposed technique can be used to design a study measuring interobserver agreement with any number
of outcomes and any number of raters. Potential application areas include: pathology, psychiatry, dentistry, and physical therapy.

Results: This technique is illustrated using two examples. The first considers a pilot study in oral radiology, whose authors studied the
reliability of the mandibular cortical index as measured by three dental professionals. The second example examines the level of interob-
server agreement among four nurses with respect to five triage levels used in the Canadian Triage and Acuity Scale.

Conclusion: This method should be useful in the planning stages of an interobserver agreement study in which the investigator would
like to obtain a prespecified level of precision in the estimation of k. An R software package (R Foundation for Statistical Computing,
Vienna, Austria), kappaSize is also provided that implements this method. � 2012 Elsevier Inc. All rights reserved.
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1. Introduction

Studies of interobserver agreement play an important
role in medical research, with examples ranging from the
evaluation of digitized cervical images in the diagnosis of
human papillomavirus, infection states [1], to the appropri-
ate classification of strokes in the Physicians’ Health study
[2], as well as numerous other applications in the areas of
psychology and pathology. Nonetheless, aside from specific
subject matter areas (e.g., physical therapy [3] and nutri-
tional screening [4]), the literature on sample size estima-
tion for studies of interobserver agreement is limited.

Analytical approaches for this problem tend to focus on
the kappa (k) family of statistics, given their common use
in practice [5]. We focus our attention here on the intraclass
k coefficient [6]. This version of k is obtained by calculating
the intraclass correlation coefficient resulting from a one-
way analysis of variance and applying it to binary data. Under

this model, the goodness-of-fit (GOF) statistic [7] may be
used for hypothesis testing and confidence interval (CI) con-
struction for k.

Hypothesis testing and CI construction for the intraclass
kappa coefficient are well established in the case of binary
and multinomial outcomes [7e9]. However, the correspond-
ing literature on sample size estimation is relatively sparse.

Although most of the literature approaches sample size
estimation from a hypothesis testing perspective, there
has been increasing attention on the role of CI construction
in the early stages of experimental design [10]. In contrast
to the hypothesis testing approach, the CI approach allows
the investigators to design their study with the purpose of
obtaining a prespecified level of precision about the point
estimate of k. For example, given a fixed number of raters
n, the required number of subjects, N may be calculated so
that the expected lower limit of a 95% confidence limit for
k is no less than a specified threshold value kL, while simul-
taneously specifying the expected upper limit, kU.

Our objective here is thus twofold: (1) to generalize the
CI approach for sample size estimation to the case of mul-
tinomial outcomes and multiple raters and (2) to illustrate
the use of this approach in the context of two concrete
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What is new?

� A statistical method to design an interobserver
agreement study with a certain degree of precision
in the estimation of k is presented.

� The method was previously only available for in-
terobserver agreement studies with a binary out-
come. The technique can now accommodate any
number of raters, as well as multiple outcome
categories.

� An R software package, kappaSize is available to
implement this sample size estimation technique.

� Studies measuring interobserver agreement should
consider the desired level of confidence in the esti-
mation of the kappa statistic in the design phase of
a planned study.

examples. The first objective represents a direct extension
of recent work [11,12], which presents a CI approach to
sample size estimation for k in the case of binary outcomes
and two or more raters respectively. The second objective is
discussed in the context of examples in oral radiology and
emergency medicine. The authors also provide an R soft-
ware package [28], kappaSize that implements the de-
scribed procedures.

2. Methods

To ensure consistency with the literature, we adapt the
following notation and derivations [8]. Let n represent the

number of raters who will rate a sample of N subjects inde-
pendently into kmutually exclusive categories. LetXij denote
the number of ratings on subject iði51;.;NÞthat fall into
category jðj51;.; kÞ and denote the probability of a rating
falling into each category by p1;p2;.;pk, respectively,
where

Pk
j51 pj51 and

Pk
j51 Xij5n. Note that we assume

marginal homogeneity across all raters, that is, the probabil-
ity of a rating falling into a particular category is constant for
each of the raters. The model underlying this assumption is
most appropriate when the main emphasis is directed at the
reliability of themeasurement process rather than differences

among raters [6]. We also note the argument by Zwick [13]
that ‘‘if one rejects the assumption of marginal homogeneity,
one need go no further,’’ as the degree of disagreement
between raters may be expressed using their marginal distri-
butions, that is, without the kappa statistic. A formal test of
this assumption in the case of two raters can be obtained using
McNemar’s test [14] in the case of a binary outcome, or the
StuarteMaxwell test [15,16] in the case of three outcome
categories. Additional details regarding the assumption
of marginal homogeneity can be found in Agresti [17]
(Chapter 10).

In the case of the GOF procedure, all disagreements are
treated equally, that is, no partial credit is given for classi-
fying a subject into a ‘‘close’’ category. Although they are
not explored here, weighted kappa statistics providing such
credit may alternatively be used in studies of interobserver
agreement using multinomial outcomes [18].

On application of an alternative parameterization for the
case of multinomial outcomes [8], the probability that each
of the n raters agree (exactly) on category j can now be
obtained as:
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As an example, the probability mass function for the
case of k54 categories and n53 raters is represented as:

Using this notation, we may now define the chi-square
GOF statistic as:

X25
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where mi represent the observed frequencies andbPriðp1;.;pk; kÞ is obtained by substituting the maximum
likelihood estimates of pj and k into Priðp1;.;pk; kÞ, re-
spectively. Provided the expected cell counts are not too
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