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a  b  s  t  r  a  c  t

Calcium  imaging  has  become  a  routine  technique  in neuroscience  for subcellular  to  network  level  inves-
tigations.  The  fast  progresses  in the  development  of  new  indicators  and  imaging  techniques  call for
dedicated  reliable  analysis  methods.  In  particular,  efficient  and  quantitative  background  fluorescence
subtraction  routines  would  be beneficial  to  most  of the  calcium  imaging  research  field.  A  background-
subtracted  fluorescence  transients  estimation  method  that  does  not  require  any  independent  background
measurement  is therefore  developed.  This method  is  based  on  a fluorescence  model  fitted  to  single-trial
data  using  a classical  nonlinear  regression  approach.  The  model  includes  an  appropriate  probabilistic
description  of  the acquisition  system’s  noise  leading  to  accurate  confidence  intervals  on  all  quanti-
ties  of interest  (background  fluorescence,  normalized  background-subtracted  fluorescence  time  course)
when  background  fluorescence  is  homogeneous.  An  automatic  procedure  detecting  background  inho-
mogeneities  inside  the region  of  interest  is  also  developed  and  is  shown  to  be efficient  on  simulated  data.
The  implementation  and  performances  of  the proposed  method  on  experimental  recordings  from  the
mouse  hypothalamus  are  presented  in  details.  This  method,  which  applies  to  both  single-cell  and  bulk-
stained  tissues  recordings,  should  help  improving  the  statistical  comparison  of  fluorescence  calcium
signals  between  experiments  and  studies.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Using fluorescent indicators to dynamically image physiolog-
ical parameters of single neurons or neuronal populations has
become a routine technique in neuroscience, starting with the use
of aequorin, a bioluminescent protein from jellyfish [1–3]. Begin-
ning in the 80s with the development of quin2, fura-2 or indo-1
[4,5], a full battery of chemical calcium indicators covering a large
range of affinities has been synthesized, among which the Fluo [6],
Fura and Oregon-green families are the most commonly used. These
fluorophores are introduced in the cytoplasm of the cell of interest
using a patch-clamp pipette, or by loading a population of neurons
through bath application of the acetoxymethyl ester (AM) forms of
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the dye. The development of genetically encoded GFP-based cal-
cium indicators, which started in the 90s with proteins such as
Cameleon [7], is still a very active field, and the latest indicators,
such as GCamp [8,9] or TN-XXL [10], allow relatively non invasive
and non cytotoxic labeling of targeted cell populations, while show-
ing dynamical fluorescent properties that start approaching those
of synthetic probes.

The development of these various chromophores and fluores-
cent proteins has been paralleled by the rapid evolution of optical
microscopy and advances in laser and detector technologies. Those
progresses allowed extended studies of calcium signaling at the
cellular level with a particular emphasis for neurons on presynap-
tic transients and local dendritic dynamics (for review, see [11]).
Calcium imaging is also used as a proxy for neuronal firing. Com-
bined with two-photon laser scanning microscopy [12], allowing
the dynamical observation of thick samples, it is now widely used as
an alternative to extracellular recordings to study neuronal popula-
tion responses in relatively intact preparations (see [13] for review).

Those techniques are growing in versatility and become avail-
able to a larger community. They also tend to generate large data
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sets, and the underlying cellular processes are usually complex. As
such, it appears important that efficient analysis tools are devel-
oped [14,15]. Ideally, those methods should provide measurements
of the reliability of the extracted information [16,17], so that results
can be meaningfully interpreted and compared between studies
from different laboratories, and eventually shared among the com-
munity.

A mandatory step before fluorescence data analysis is the
estimation and/or subtraction of the background fluorescence cor-
rupting the images at the location of the Region(s) Of Interest
(ROI). This is especially the case for the estimation and com-
parison of fluorescence amplitudes or calcium concentration. An
inaccurate knowledge of the background fluorescence may  lead to
improper estimation of the basal fluorescence values (F0) and then
on relative fluorescence values or fluorescence variations (F/F0 or
�F/F0, respectively), resulting in biases in the estimation of cal-
cium concentrations. In other words, the amplitude of calcium
transients cannot be compared one to the other without a good
estimation of the background fluorescence. In this framework, a
standard approach consists in measuring the fluorescence inten-
sity in “unstained” regions in the vicinity of the cell. This assumes
that the background fluorescence is locally homogeneous in the
image. However, there are many instances where this hypothe-
sis does not hold, and results obtained with such method should
thus be treated cautiously. Another approach, that we used in a
previous work [18], consists in measuring the fluorescence before
loading the cell of interest with the dye and verifying that the fluo-
rescence outside the cell did not vary much during the recordings.
Unfortunately, this technique is only suited for single cell loading
experiments and not for tissues bulk-stained with an AM-dye or
expressing a genetically encoded indicator, since we  do not know
in advance the localization in the tissue at which cell(s) will be
recorded. In such cases, the previous technique is also not usable,
since the fluorophore stains most of the tissue, making the deter-
mination of a “background region” impossible. It is worth noticing
that in in vivo studies using two-photon microscopy, authors often
discard any background subtraction step in their analysis, given
the absence of acceptable background estimation routines and the
lower background fluorescence expected in 2-photon microscopy
compared to full-field fluorescence imaging.

To overcome these drawbacks, Chen et al. developed “a novel
image-processing algorithm that estimates the background of a
given ROI by exploiting the information contained in the intensity
dynamics of its individual pixels” [19]. Their approach was  based
on the following model: In a given Region of Interest, all pixels
share a common background (due to the local autofluorescence)
and the same variations in calcium concentration. The amount of
dye excited by the incoming light is, however, variable from pixel to
pixel: In a soma, the optical section is much thinner at the periph-
ery than it is at the center of the cell. One can then describe the
fluorescence intensity time course of the ith pixel of the ROI (noted
yi(t)) as:

yi(t) = ui · f (t) + b + ni(t), (1)

where ui is a pixel-specific scaling factor related to the amount of
dye excited in pixel i, f(t) is the normalized time course common to
all pixels of the ROI, and b is the value of the common background
fluorescence. This model can be fitted to all the individual pixel
traces: As soon as the recording has more than two  time points
and the ROI more than two pixels with different uis, such a fit will
theoretically converge: In other terms, a single combination of b, uis
and f(t) will fit to the data. In the Chen et al. model, the noise value at
time t (ni(t) in Eq. (1)) is assumed to follow a Gaussian distribution
with zero mean and a variance identical for all pixels of the ROI. The
authors then developed a maximum-likelihood-based algorithm to
estimate an optimal value of b, of all uis and all f(tj) (the value of

f(t) at the jth recording time). Using numerical simulations, they
showed that this algorithm was unbiased and quantified a global
precision on the estimation of b as a function of the number of time
samples and pixels, the signal-to-noise ratio and the coefficient of
variation of the ui within the ROI. Finally, they proposed an iterative
procedure to detect background inhomogeneities in the ROI and
exclude the pixels showing a large background variation compared
to the common value.

The Chen et al. method has the advantage to be usable in
several types of experiments, including those with bulk-stained
tissues, displaying heterogeneous distributions of background flu-
orescence. However, even if an expression of the global precision
on the estimation of b was given, no confidence interval on b can be
constructed based on a single data set (i.e. from a single ROI), which
is crucial for the quantification of the data. The iterative procedure
dealing with background inhomogeneities has the same draw-
backs. Finally, a major assumption of the model, which should lead
to the construction of relevant confidence intervals, stems from
the noise model, assumed to be Gaussian with a space- and time-
independent variance. However, as noted in a previous article [20],
this is clearly not the case, since the fluorescence intensities mea-
sured with a CCD camera follow instead a statistics derived from the
Poisson distribution. In any light detector used in microscopy, like
the photomultiplier tubes, widely used in confocal and 2-photon
microscopy, the recording noise follows a statistics that differs from
the Gaussian model with variance independent on the signal inten-
sity. Regarding the importance of confidence intervals for a correct
comparison of results between experiments and studies, it appears
essential to use a correct noise model, thus allowing a quantitative
estimation of the background fluorescence.

The aim of the present work is thus to provide a novel way
to estimate background-subtracted fluorescence transients in a
quantitative way, that is to estimate both optimal values and pre-
cision on these values from single data sets. For that purpose,
we use a non-linear regression approach to fit the data with a
model of fluorescence that includes the background fluorescence
as a parameter. First, in the case of homogeneous-background
data, we show that this approach leads to the construction of
meaningful confidence intervals for all values of interest (com-
mon  background fluorescence, normalized true fluorescence time
course and amplitude factor for each pixel) for a correct description
of the noise model. Then, we  present a non-homogeneous back-
ground model and evaluate an iterative procedure for the detection
of background inhomogeneities inside the ROI. Finally, we illustrate
the contribution of our method on experimental recordings from
proopiomelanocortin (POMC)-expressing neurons in the mouse
hypothalamus. This method, which works both on single-cell and
bulk-stained tissues recordings, will help improving the statistical
comparison of fluorescence calcium signals between experiments
and studies.

2. Methods

2.1. Homogeneous background

2.1.1. Fluorescence model
A Region of Interest (ROI) is defined as a set of pixels in which the

calcium concentration (and, thus, the normalized fluorescence time
course f(t)) is homogeneous, but where the total quantity of dye
excited can vary from pixel to pixel. In this section, we  consider a
fluorescence model where the background fluorescence is uniform
in the ROI. Thus, we  can write the ideal (noise-free) fluorescence
time course Fi(t) in pixel i as:

Fi(t) = �i · f (t) + b, i = 1 . . . I, (2)
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