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Abstract

Due to the complexity of host–parasite relationships, discrimination between fish populations using parasites as biological tags is
difficult. This study introduces, to our knowledge for the first time, random forests (RF) as a new modelling technique in the appli-
cation of parasite community data as biological markers for population assignment of fish. This novel approach is applied to a dataset
with a complex structure comprising 763 parasite infracommunities in population samples of Atlantic cod, Gadus morhua, from the
spawning/feeding areas in five regions in the North East Atlantic (Baltic, Celtic, Irish and North seas and Icelandic waters). The learn-
ing behaviour of RF is evaluated in comparison with two other algorithms applied to class assignment problems, the linear discrim-
inant function analysis (LDA) and artificial neural networks (ANN). The three algorithms are used to develop predictive models
applying three cross-validation procedures in a series of experiments (252 models in total). The comparative approach to RF,
LDA and ANN algorithms applied to the same datasets demonstrates the competitive potential of RF for developing predictive mod-
els since RF exhibited better accuracy of prediction and outperformed LDA and ANN in the assignment of fish to their regions of
sampling using parasite community data. The comparative analyses and the validation experiment with a ‘blind’ sample confirmed
that RF models performed more effectively with a large and diverse training set and a large number of variables. The discrimination
results obtained for a migratory fish species with largely overlapping parasite communities reflects the high potential of RF for devel-
oping predictive models using data that are both complex and noisy, and indicates that it is a promising tool for parasite tag studies.
Our results suggest that parasite community data can be used successfully to discriminate individual cod from the five different regions
of the North East Atlantic studied using RF.
� 2008 Australian Society for Parasitology Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

The ‘‘stock” concept is controversial due to the marked
difference in its perception and application between fishery
biologists and fisheries managers, perceived as biological
entities by the former and as management units by the latter

with both not necessarily matching (Hammer and Zimmer-
mann, 2005; Waldman, 2005). In spite of the problems with
operational definitions, stock identification (i.e. defining
stock characteristics and boundaries) and discrimination
(or separation, i.e. identification of members of different
stocks in the catches of mixed aggregations) studies have
developed rapidly in the last decade due to their importance
for the development of sustainable harvest and monitoring
strategies by fisheries management.
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Fish parasites have been used as biological markers of
fish populations/stocks since the work of Herrington et
al. (1939). MacKenzie and Abaunza (1998, 2005)
reviewed key literature on the use of parasites as biolog-
ical tags in fish population studies, provided the criteria
for the selection of parasites and recognised two main
approaches to the use of parasites as tags, one including
examination of the distributions in large host samples of
a small number of parasite species which fulfil the crite-
ria for a biological tag, and the other based on entire
parasite assemblages utilising multivariate techniques.
Timi (2007) provided a recent review on studies in the
South West Atlantic justifying the advantages of the lat-
ter approach. The increased application of more sophis-
ticated statistical techniques has allowed consideration
of almost the entire parasite assemblages in stock identi-
fication methods and a subsequent selection of the most
discriminating parasite species.

One important problem in class assignment tasks is that
there are often many weak input variables with each one
containing only a small amount of information so that
no single input or small group of inputs can distinguish
between classes (Breiman, 2001). The types of data are dif-
ficult to interpret using methods of classification such as
linear discriminant function analysis (LDA) and artificial
neural networks (ANN).

Here, we demonstrate, to our knowledge for the first
time, an ensemble classification approach using random
forests (RF) (Breiman, 2001) to the application of parasite
community data as biological tags for fish class assignment.
Random forests are ensembles of tree-type classifiers that
use the method of bagging, an improved method of boot-
strapping. The following advantages of the RF approach
for multisource classification may prove to be useful in
solving the problem of population assignment: it is non-
parametric (i.e. no assumptions of normality or indepen-
dence are required concerning the data), it handles data
with many zeros well and provides a means of estimating
the importance of individual variables in classification. In
contrast to other machine learning methods, RFs are not
prone to overtraining and develop models from data which
are both noisy and complex. Misclassified cases are easily
identified and the evolved models can be readily applied
to new data.

The aim of this study is 2-fold. Firstly, using the same
version of parasite community data derived from sampling
of cod populations over a wide geographical range, we
compare the learning behaviour of RF with two other algo-
rithms, one traditionally applied to class assignment prob-
lems (LDA) and one used more recently (ANN). Second,
we scrutinise the RF analysis by reducing the noise in the
data in order to evaluate the effect of variable/data reduc-
tion on efficiency and consistency in class assignment and
to examine the importance of annual and seasonal varia-
tion in parasite community composition and structure for
discrimination of individual fish with respect to the region
of sampling.

2. Materials and methods

2.1. Parasite community dataset

Parasites in cod populations sampled at five Spring
(spawning) and Autumn (feeding) areas in the North East
Atlantic (Baltic, Celtic, Irish and North seas, and Icelandic
waters, see Fig. 1 for sampling locations and Tables 1 and 2
for sample sizes and parasites recovered, respectively)
served as material for the present study. Analyses were car-
ried out on the data on parasite communities in individual
fish (i.e. infracommunities, see Bush et al., 1997). The entire
dataset comprised parasite infracommunities in 763 fish
collected in the five regions of study. Altogether 31 different
parasite forms were considered (subsequently referred to as
species). Of these, 26 were identified to species level, three
were identified to generic level and two larval forms were
identified to family/order (Table 2). Four taxa are currently
recognised as complexes of sibling species (Väinölä et al.,
1994; Anderson, 2000 and references therein). Since the dis-
tinction of these species was inferred from electrophoretic/
molecular evidence, we were not able to discriminate
between them (further referred to as Anisakis simplex sensu

lato (s. l.), Contracaecum osculatum s. l., Pseudoterranova

decipiens s. l. and Echinorhynchus gadi s. l.). Species with
occurrences of <1% in the total sample were excluded from
analyses. Thus, the distributions of 31 parasite species in
the total sample of 763 fish were used as independent vari-
ables and the sampling region was used as the dependent
variable (see Table 3 for size of the sampling series and
experimental design). A ‘blind’ mixed sample of 50 fish
used in model validation was collected in Spring 2003
and comprised 10 (20%) individuals from each region.

2.2. Classification algorithms

2.2.1. Random forests

RF is an ensemble learning technique where the individ-
ual decisions of a large set of random classifiers (trees) are
combined by majority voting (i.e. ‘votes’ for the most pop-
ular class) in order to obtain more accurate predictions
than any individual classifier. Seemingly, the RF algorithm
is reminiscent of the computerised minimum-length-tree
approaches such as in PAUP* 4.0 (Swofford D.L., 2002.
PAUP*. Phylogenetic Analysis Using Parsimony (� and
other methods) beta. Sinauer Associates, Sunderland, Mas-
sachusetts, USA) perhaps due to the implementation of
bootstrap analysis (Felsenstein, 1985) in the latter, i.e. sam-
pling the original dataset with replacements to construct a
series of bootstrap replicates of the same size as the original
dataset in order to assign statistical confidence to hypothe-
ses of relationship via construction of a majority-rule con-
sensus. However, in addition to the different hypothesis in
Felenstein’s approach, the taxa (samples) are held constant
and the characters (variables) are sampled with replace-
ment, whereas RF uses both random inputs and random
variable selection. Further, each decision tree built by RF
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